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#### Abstract

We survey and develop exact random variate generators for several distributions related to Brownian motion, Brownian bridge, Brownian excursion, Brownian meander, and related restricted Brownian motion processes. Various parameters such as maxima and first passage times are dealt with at length. We are particularly interested in simulating process variables in expected time uniformly bounded over all parameters.
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## Introduction

The purpose of this note is to propose and survey efficient algorithms for the exact generation of various functionals of Brownian motion $\{B(t), 0 \leq t \leq 1\}$. Many applications require the simulation of these processes, often under some restrictions. For example, financial stochastic modeling (Duffie and Glynn, 1995, Calvin, 2001, McLeish, 2002) and the simulation of solutions of stochastic differential equations (Kloeden and Platen, 1992, Beskos and Roberts, 2005) require fast and efficient methods for generating Brownian motion restricted in various ways. Exact generation of these processes is impossible as it would require an infinite effort. But it is possible to exactly sample the process at a finite number of points that are either fixed beforehand or chosen "on the fly", in an adaptive manner. Exact simulation of various quantities related to the processes, like maxima, first passage times, occupation times, areas, and integrals of functionals, is also feasible. Simulation of the process itself can be achieved by three general strategies.
(i) Generate the values of $B(t)$ at $0=t_{0}<t_{1}<\cdots<t_{n}=1$, where the $t_{i}$ 's are given beforehand. This is a global attack of the problem.
(ii) Simulation by subdivision. In the popular binary division (or "bridge sampling") method (see, e.g., Fox, 1999), one starts with $B(0)$ and $B(1)$, then generates $B(1 / 2)$, then $B(1 / 4)$ and $B(3 / 4)$, always refining the intervals dyadically. This can be continued until the user is satisfied with the accuracy. One can imagine other situations in which intervals are selected for sampling based on some criteria, and the sample locations may not always be deterministic. We call these methods local. The fundamental problem here is to generate $B(\lambda t+(1-\lambda) s)$ for some $\lambda \in(0,1)$, given the values $B(t)$ and $B(s)$.
(iii) Generate the values of $B(t)$ sequentially, or by extrapolation. That is, given $B(t)$, generate $B(t+s)$, and continue forward in this manner. We call this a linear method, or simply, an extrapolation method.

We briefly review the rather well-known theory for all strategies. Related simulation problems will also be discussed. For example, in case (ii), given an interval with certain restrictions at the endpoints, exact simulation of the minimum, maximum, and locations of minima and maxima in the interval becomes interesting. Among the many possible functionals, maxima and minima stand out, as they provide a rectangular cover of the sample path $B(t)$, which may of interest in some applications. Brownian motion may be restricted in various ways, e.g., by being nonnegative (Brownian meander), by staying within an interval (Brownian motion on an interval), or by attaining a fixed value at $t=1$ (Brownian bridge). This leads to additional simulation challenges that will be discussed in this paper.

We keep three basic principles in mind, just as we did in our book on random variate generation (Devroye, 1986). First of all, we are only concerned with exact simulation methods, and to achieve this, we assume that real numbers can be stored on a computer, and that standard algebraic operations, and standard functions such as the trigonometric, exponential and logarithmic functions, are exact. Secondly, we assume that we have a source capable of producing an i.i.d. sequence of uniform $[0,1]$ random variables $U_{1}, U_{2}, U_{3}, \ldots$ Thirdly, we assume that all standard operations, function evaluations, and accesses to the uniform random variate generator take one unit of time. Computer scientists refer to this as the RAM
model of computation. Under the latter hypothesis, we wish to achieve uniformly bounded expected complexity (time) for each of the distributions that we will be presented with. The uniformity is with respect to the parameters of the distribution. Users will appreciate not having to worry about bad input parameters. Developing a uniformly fast algorithm is often a challenging and fun exercise. Furthermore, this aspect has often been neglected in the literature, so we hope that this will make many applications more efficient.

The paper is divided into logical sections:

## §1. Notation

§2. Brownian motion: Survey of global and local strategies
§3. Brownian motion: Extremes and their locations
§4. Brownian meander: Global methods
§5. Brownian meander: Local methods
§6. Brownian meander: Extrapolation
§7. Brownian meander: Extremes
§8. Reflected Brownian motion
§9. Brownian motion on an interval
§10. Notes on the Kolmogorov-Smirnov and theta distributions
§11. References

We blend a quick survey of known results with several new algorithms that we feel are important in the exact simulation of Brownian motion, and for which we are not aware of uniformly efficient exact methods. The new algorithms apply, for example, to the joint location and value of the maximum of a Brownian bridge, the value of a Brownian meander on a given interval when only the values at its endpoints are given, and the the maximum of a Brownian meander with given endpoint.

This paper is a first in a series of papers dealing with the simulation of Brownian processes, focusing mainly on the process itself and simple parameters such as the maximum and location of the maximum in such processes. Further work is needed for the efficient and exact simulation of passage times, occupation times, areas (like the area of the Brownian excursion, which has the Airy distribution, for which no exact simulation algorithm has been published to date), the maximum of Bessel bridges and Bessel processes of all dimensions.

## Notation

We adopt Pitman's notation (see, e.g., Pitman, 1999) and write

$$
\begin{aligned}
B(t) & \text { Brownian motion, } B(0)=0 \\
B_{r}(t) & \text { Brownian bridge: same as } B \text { conditional on } B(1)=r, \\
B^{\mathrm{br}}(t) & \text { standard Brownian bridge: same as } B_{r} \text { with } r=0 \\
B^{\mathrm{me}}(t) & \text { Brownian meander: same as } B \text { conditional on } B(t) \geq 0 \text { on }[0,1] \\
B_{r}^{\mathrm{me}}(t) & \text { restricted Brownian meander: same as } B^{\text {me }} \text { conditional on } B^{\mathrm{me}}(1)=r, \\
B^{\mathrm{ex}}(t) & \text { Brownian excursion: same as } B_{r}^{\text {me }} \text { with } r=0
\end{aligned}
$$

Conditioning on zero probability events can be rigorously justified either by weak limits of some lattice walks or as weak limits of processes conditioned on $\epsilon$-probability events and letting $\epsilon \downarrow 0$ (see, e.g., Durrett, Iglehart and Miller (1997), and consult Bertoin and Pitman (1994) or Borodin and Salminen (1996) for further references). The absolute values of the former three processes, also called reflected Brownian motion and reflected Brownian bridge will only be briefly mentioned.

The maxima of these processes on $[0,1]$ are denoted, respectively, by

$$
M, M_{r}, M^{\mathrm{br}}, M^{\mathrm{me}}, M_{r}^{\mathrm{me}}, M^{\mathrm{ex}}
$$

In what follows, we reserve the notation $N, N^{\prime}, N^{\prime \prime}, N_{1}, N_{2}, \ldots$ for i.i.d. standard normal random variables, $E, E^{\prime}, E^{\prime \prime}, E_{1}, E_{2}, \ldots$ for i.i.d. exponential random variables, $U, U^{\prime}, U^{\prime \prime}, U_{1}, U_{2}, \ldots$ for i.i.d. uniform $[0,1]$ random variables, and $G_{a}$ for a gamma random variable of shape parameter $a>0$. All random variables appearing together in an expression are independent. Thus, $U-U=0$ but $U-U^{\prime}$ has a triangular density. The symbol $\underline{\underline{\mathcal{L}}}$ denotes equality in distribution. We use $\phi$ for the normal density, and $\Phi$ for its distribution function. Convergence in distribution is denoted by $\xrightarrow{\mathcal{L}}$. The notation $\equiv$ means equality in distribution as a process. Also, we use " $X \in d y$ " for " $X \in[y, y+d y]$ ".

## Brownian motion: Survey of global and local strategies

We recall that $B(1) \stackrel{\mathcal{L}}{=} N$ and that for $0 \leq t \leq 1,\{B(t s), 0 \leq t \leq 1\} \stackrel{\mathcal{L}}{=}\{\sqrt{s} B(t), 0 \leq t \leq 1\}$. Furthermore, there are many constructions that relate the sample paths of the processes. Most useful is the definition, which states that for any $t_{0}<t_{1}<\cdots,<t_{n}$, we have that

$$
\left(B\left(t_{1}\right)-B\left(t_{0}\right), \cdots, B\left(t_{n}\right)-B\left(t_{n-1}\right)\right) \stackrel{\mathcal{L}}{=}\left(\sqrt{t_{1}-t_{0}} N_{1}, \ldots, \sqrt{t_{n}-t_{n-1}} N_{n}\right)
$$

The simplest representation of Brownian bridges is the drift decomposition of $B_{r}$ : assuming a bridge on $[0,1]$ with endpoint $r$, we have

$$
B_{r}(t) \equiv B(t)+t(r-B(1)), 0 \leq t \leq 1
$$

Thus, given $B\left(t_{i}\right)$ at points $t_{0}=0<t_{1}<\cdots<t_{n}=1$, we immediately have $B_{r}\left(t_{i}\right)$ by the last formula.

As $B(1)$ is a sum of two independent components, $B(t)$ and $B(1)-B(t) \stackrel{\mathcal{L}}{=} B(1-t)$, so that for a fixed $t$,

$$
B_{r}(t) \stackrel{\mathcal{L}}{=} t r+\sqrt{t}(1-t) N_{1}+t \sqrt{1-t} N_{2} \stackrel{\mathcal{L}}{=} t r+\sqrt{t(1-t)} N
$$

This permits one to set up a simple local strategy. Given shifted Brownian motion (i.e., Brownian motion translated by a value $a$ ) with values $B(0)=a, B(1)=b$, then interval splitting can be achieved by the recipe

$$
B(t)=a+t(b-a)+\sqrt{t(1-t)} N
$$

Introducing scaling, we have, with $B(0)=a, B(T)=b$,

$$
B(t)=a+\frac{t}{T}(b-a)+\sqrt{\frac{t}{T}\left(1-\frac{t}{T}\right)} N \sqrt{T}, 0 \leq t \leq T
$$

All further splitting can be achieved with fresh independent normal random variates. Extrapolation beyond $t$ for Brownian motion is trivial, as $B(t+s) \stackrel{\mathcal{L}}{=} B(t)+N \sqrt{s}, s>0$.


Figure 1. Simulation of Brownian motion.

In 1999, Jim Pitman published an important paper on the joint law of the various Brownian motion processes sampled at the order statistics of a uniform $[0,1]$ cloud of points. These yield various
distributional identities but also fast methods of simulation. For the sake of completeness, we briefly recall his results here. The sampling period is $[0,1]$. the order statistics of $n$ i.i.d. uniform $[0,1]$ random variables are denoted by

$$
0=U_{(0)}<U_{(1)}<\cdots<U_{(n)}<U_{(n+1)}=1
$$

It is well-known that this sample can be obtained from a sequence of i.i.d. exponential random variables $E_{1}, E_{2}, \ldots$ in the following manner, denoting $S_{i}=E_{1}+\cdots+E_{i}$ :

$$
U_{(i)}=\frac{S_{i}}{S_{n+1}}, 1 \leq i \leq n+1
$$

See, e.g. Shorack and Wellner (1986). Denote by $X(t)$ any of the processes defined at the outset of this paper, and let it be independent of the uniform sample. Let $T_{i}$ be a time in $\left[U_{(i-1)}, U_{(i)}\right]$ when $X$ attains its infimum on that interval. Consider then the $2 n+2$-dimensional random vector

$$
X_{n} \stackrel{\text { def }}{=}\left(X\left(T_{1}\right), X\left(U_{(1)}\right), X\left(T_{2}\right), X\left(U_{(2)}\right), \ldots, X\left(T_{n+1}\right), X\left(U_{(n+1)}\right)\right)
$$

Obtain an independent uniform sample

$$
0=V_{(0)}<V_{(1)}<\cdots<V_{(n)}<V_{(n+1)}=1
$$

which is based on an independent collection of exponentials with partial sums $S_{i}^{\prime}, 1 \leq i \leq n+1$, so $V_{(i)}=S_{i}^{\prime} / S_{n+1}^{\prime}$.

Proposition (Pitman, 1999). If $X \equiv B$ and $n \geq 0$, then

$$
X_{n} \stackrel{\mathcal{L}}{=} \sqrt{2 G_{n+3 / 2}}\left(\frac{S_{i-1}-S_{i}^{\prime}}{S_{n+1}+S_{n+1}^{\prime}}, \frac{S_{i}-S_{i}^{\prime}}{S_{n+1}+S_{n+1}^{\prime}} ; 1 \leq i \leq n+1\right)
$$

If $X \equiv B^{\text {me }}$ and $n \geq 0$, then

$$
X_{n} \stackrel{\mathcal{L}}{=} \sqrt{2 G_{n+1}}\left(\frac{S_{i-1}-S_{i}^{\prime}}{S_{n+1}+S_{n+1}^{\prime}}, \frac{S_{i}-S_{i}^{\prime}}{S_{n+1}+S_{n+1}^{\prime}} ; 1 \leq i \leq n+1 \mid \cap_{i=1}^{n}\left[S_{i}>S_{i}^{\prime}\right]\right)
$$

If $X \equiv B^{\text {br }}$ and $n \geq 0$, then

$$
X_{n} \stackrel{\mathcal{L}}{=} \sqrt{\frac{G_{n+1}}{2}}\left(U_{(i-1)}-V_{(i)}, U_{(i)}-V_{(i)} ; 1 \leq i \leq n+1\right)
$$

If $X \equiv B^{\mathrm{ex}}$ and $n \geq 0$, then

$$
X_{n} \stackrel{\mathcal{L}}{=} \sqrt{\frac{G_{n+1}}{2}}\left(U_{(i-1)}-V_{(i-1)}, U_{(i)}-V_{(i-1)} ; 1 \leq i \leq n+1 \mid \cap_{i=1}^{n}\left[U_{(i)}>V_{(i)}\right]\right)
$$

If $X \equiv B_{r}$ and $n \geq 0$, then

$$
X_{n} \stackrel{\mathcal{L}}{=} \frac{\sqrt{r^{2}+2 G_{n+1}}-|r|}{2}\left(U_{(i-1)}-V_{(i)}, U_{(i)}-V_{(i)} ; 1 \leq i \leq n+1\right)+r\left(U_{(i-1)}, U_{(i)} ; 1 \leq i \leq n+1\right)
$$

The random vectors thus described, with one exception, are distributed as a square root of a gamma random variable multiplied with a random vector that is uniformly distributed on some polytope of $\mathbb{R}^{2 n+2}$. Global sampling for all these processes in time $O(n)$ is immediate, provided that one can generate a gamma random variates $G_{a}$ in time $O(a)$. Since we need only integer values of $a$ or integer values plus $1 / 2$, one can achive this by using $G_{n} \stackrel{\mathcal{L}}{=} E_{1}+\cdots+E_{n}$ and $G_{n+1 / 2} \stackrel{\mathcal{L}}{=} E_{1}+\cdots+E_{n}+N^{2} / 2$.

However, there are also more sophisticated methods that take expected time $O(1)$ (see, e.g., Devroye, 1986).

There are numerous identities that follow from Pitman's proposition. For example,

$$
\left(\min _{0 \leq t \leq U} B^{\mathrm{br}}(t), B^{\mathrm{br}}(U), \min _{U \leq t \leq 1} B^{\mathrm{br}}(t)\right) \stackrel{\mathcal{L}}{=} \sqrt{\frac{G_{2}}{2}}\left(-U^{\prime}, U-U^{\prime}, U-1\right)
$$

This implies that $\left|B^{\mathrm{br}}(U)\right| \stackrel{\mathcal{L}}{=} \sqrt{G_{2} / 2}\left|U-U^{\prime}\right| \stackrel{\mathcal{L}}{=} U \sqrt{E / 2}$.
In the last statement of Pitman's result, we replaced a random variable $L_{n, r}$ (with parameter $r>0$ ) in section 8 of Pitman by the equivalent random variable $\sqrt{r^{2}+2 G_{n+1}}-r$. It is easy to verify that it has the density

$$
\frac{y^{n}(y+r)(y+2 r)^{n}}{n!2^{n}} \times \exp \left(-\frac{y^{2}}{2}-r y\right), y>0
$$

## Brownian motion: Extremes and locations of extremes

The marginal distributions of the maximum $M$ and its location $X$ for $B$ on $[0,1]$ are well-known. We mention them for completeness (see, e.g., Karatzas and Shreve, 1998): $X$ is arc sine distributed, and

$$
M \stackrel{\mathcal{L}}{=}|N|
$$

The arc-sine, or beta $(1 / 2,1 / 2)$ distribution, corresponds to random variables that can be represented equivalently in all these forms, where $C$ is standard Cauchy:

$$
\begin{aligned}
\frac{G_{1 / 2}}{G_{1 / 2}+G_{1 / 2}^{\prime}} & \stackrel{\mathcal{L}}{=} \frac{N^{2}}{N^{2}+N^{\prime 2}} \stackrel{\mathcal{L}}{=} \frac{1}{1+C^{2}} \stackrel{\mathcal{L}}{=} \sin ^{2}(2 \pi U) \stackrel{\mathcal{L}}{=} \sin ^{2}(\pi U) \stackrel{\mathcal{L}}{=} \sin ^{2}(\pi U / 2) \\
& \stackrel{\mathcal{L}}{=} \frac{1+\cos (2 \pi U)}{2} \xlongequal[=]{\mathcal{L}} \frac{1+\cos (\pi U)}{2}
\end{aligned}
$$

In simulation, $M$ is rarely needed on its own. It is usually required jointly with other values of the process. The distribution function of $M_{r}$ (see Borodin and Salminen (2002, p. 63)) is

$$
F(x)=1-\exp \left(\frac{1}{2}\left(r^{2}-(2 x-r)^{2}\right)\right), x \geq \max (r, 0)
$$

By the inversion method, this shows that

$$
\begin{equation*}
M_{r} \stackrel{\mathcal{L}}{=} \frac{1}{2}\left(r+\sqrt{r^{2}+2 E}\right) . \tag{1}
\end{equation*}
$$

This was used by McLeish (2002) in simulations. Therefore, replacing $r$ by $N$, we have the following joint law:

$$
(M, B(1)) \stackrel{\mathcal{L}}{=}\left(\frac{1}{2}\left(N+\sqrt{N^{2}+2 E}\right), N\right)
$$

Putting $r=0$ in (1), we observe that $M^{\text {br }} \stackrel{\mathcal{L}}{=} \sqrt{E / 2}$, a result due to Lévy (1939, (20)). It is also noteworthy that

$$
M \stackrel{\mathcal{L}}{=}|N| \stackrel{\mathcal{L}}{=} M-B(1)
$$

The rightmost result is simply due to Lévy's observation (1948) that $|B(t)|$ is equivalent as a process to $M(t)-B(t)$ where $M(t)$ is the maximum of $B$ over $[0, t]$.

Pitman's Proposition together with the observation that $2 G_{3 / 2} \stackrel{\mathcal{L}}{=} N^{2}+2 E^{\prime \prime}$, show that

$$
\begin{aligned}
(M, B(1)) & \stackrel{\mathcal{L}}{=} \sqrt{2 G_{3 / 2}} \times\left(\frac{E}{E+E^{\prime}}, \frac{E-E^{\prime}}{E+E^{\prime}}\right) \\
& \stackrel{\mathcal{L}}{=} \sqrt{N^{2}+2 E^{\prime \prime}} \times\left(\frac{E}{E+E^{\prime}}, \frac{E-E^{\prime}}{E+E^{\prime}}\right) \\
& \stackrel{\mathcal{L}}{=}\left(U \sqrt{N^{2}+2 E},(2 U-1) \sqrt{N^{2}+2 E}\right)
\end{aligned}
$$

Furthermore, Pitman's results allow us to rediscover Lévy's result $M^{\text {br }} \stackrel{\mathcal{L}}{=} \sqrt{E / 2}$. Using $E /\left(E+E^{\prime}\right) \stackrel{\mathcal{L}}{=} U$, we also have

$$
M \stackrel{\mathcal{L}}{=} U \sqrt{2 G_{3 / 2}} \stackrel{\mathcal{L}}{=} U \sqrt{N^{2}+2 E} \stackrel{\mathcal{L}}{=} \frac{1}{2}\left(N+\sqrt{N^{2}+2 E}\right) .
$$

For $x>0$, we define the first passage time (also called hitting time)

$$
T_{x}=\min \{t: B(t)=x\}
$$

For $t>0$,

$$
\begin{aligned}
\mathbb{P}\left\{T_{x}>t\right\} & =\mathbb{P}\left\{\max _{0 \leq s \leq t} B(s)<x\right\} \\
& =\mathbb{P}\left\{\max _{0 \leq s \leq 1} B(s)<x / \sqrt{t}\right\} \\
& =\mathbb{P}\left\{\frac{1}{2}\left(N+\sqrt{N^{2}+2 E}\right)<x / \sqrt{t}\right\} \\
& =\mathbb{P}\left\{\left(\frac{2 x}{N+\sqrt{N^{2}+2 E}}\right)^{2}>t\right\}
\end{aligned}
$$

and therefore,

$$
T_{x} \stackrel{\mathcal{L}}{=}\left(\frac{x}{M}\right)^{2}
$$

Simulating hitting times and maxima are in fact equivalent computational questions. The same argument can be used for Brownian meanders: the hitting time of $x>0$ for a Brownian meander is distributed as

$$
\left(\frac{x}{M^{\mathrm{me}}}\right)^{2}
$$

Consider now the joint density of the triple $(X, M, B(1))$. Using $(x, m, y)$ as the running coordinates for $(X, M, B(1))$, Shepp (1979) [see also Karatzas and Shreve (1998, p. 100)] showed that this density is

$$
\frac{m(m-y)}{\pi x^{3 / 2}(1-x)^{3 / 2}} \times \exp \left(-\frac{m^{2}}{2 x}-\frac{(m-y)^{2}}{2(1-x)}\right), m \geq y \in \mathbb{R}, x \in(0,1)
$$

This suggests a simple method for their joint generation:

$$
(X, M, B(1)) \stackrel{\mathcal{L}}{=}\left(X \stackrel{\text { def }}{=} \frac{1+\cos (2 \pi U)}{2}, \sqrt{2 X E}, \sqrt{2 X E}-\sqrt{2(1-X) E^{\prime}}\right)
$$

This is easily seen by first noting that if $(X, M)=(x, m)$, then $B(1) \stackrel{\mathcal{L}}{=} m-\sqrt{2(1-x) E^{\prime}}$. Then, given $X=x, M \stackrel{\mathcal{L}}{=} \sqrt{2 x E}$.


Figure 2. A simulation of a Brownian bridge from 0 to $B(1)=r . X$ is the location of the maximum $M_{r}$.


Figure 3. The density of $M_{r}$ for various values of $r$ from -1.5 to 1.4 in increments of 0.1 . For all values of $r, 0$ excepted, there is a discontinuity at $\max (0, r)$. At $r=0$, we recover the scaled Rayleigh density $4 x \exp \left(-2 x^{2}\right), x>0$.

Finally, we consider the joint law of $\left(X, M_{r}\right)$ for $B_{r}$. This is a bit more cumbersome, especially if we want to simulate it with expected complexity uniformly bounded over all $r$. The joint density can be written as

$$
\frac{m(m-r) \sqrt{2 \pi} e^{r^{2} / 2}}{\pi x^{3 / 2}(1-x)^{3 / 2}} \times \exp \left(-\frac{m^{2}}{2 x}-\frac{(m-r)^{2}}{2(1-x)}\right), 0 \leq x \leq 1, m \geq \max (r, 0)
$$

The standard Brownian bridge: $r=0$. The special case of the standard Brownian bridge $(r=0)$ has a simple solution. Indeed, the joint density reduces to

$$
\frac{2 m^{2}}{\sqrt{2 \pi} x^{3 / 2}(1-x)^{3 / 2}} \times \exp \left(-\frac{m^{2}}{2 x(1-x)}\right), 0 \leq x \leq 1, m \geq 0
$$

Integrating with respect to $d m$ shows that $X$ is uniform on $[0,1]$. And given $X$, we see that $M^{\text {br }} \underline{\underline{\mathcal{L}}}$ $\sqrt{2 X(1-X) G_{3 / 2}}$. Thus,

$$
\left(X, M^{\mathrm{br}}\right) \stackrel{\mathcal{L}}{=}\left(U, \sqrt{2 U(1-U) G_{3 / 2}}\right) .
$$

Using Lévy's result about $M^{\text {br }}$, this implies that

$$
\sqrt{2 U(1-U) G_{3 / 2}} \mathcal{L} \sqrt{U(1-U)\left(N^{2}+2 E\right)} \stackrel{\mathcal{L}}{=} \sqrt{\frac{E}{2}} \square
$$

The remainder of this section deals with the more complicated case $r \neq 0$. We will simulate in two steps by the conditional method. First, the maximum $M_{r}$ is generated as in $(1):(1 / 2)\left(r+\sqrt{r^{2}+2 E}\right)$. Call this value $m$ for convenience. Then the random variable $X$ is generated, which has density proportional to

$$
\begin{equation*}
\frac{\exp \left(-\frac{m^{2}}{2 x}-\frac{(m-r)^{2}}{2(1-x)}\right)}{x^{3 / 2}(1-x)^{3 / 2}}, 0<x<1 \tag{2}
\end{equation*}
$$

For this, we propose a rejection algorithm with rejection constant (the expected number of iterations before halting, or, equivalently, one over the acceptance probability) $R(m, r)$ depending upon $m$ and $r$, uniformly bounded in the following sense:

$$
\begin{equation*}
\sup _{r} \mathbb{E}\left\{R\left(M_{r}, r\right)\right\}<\infty . \tag{3}
\end{equation*}
$$

Note that $\sup _{r, m \geq \max (r, 0)} R(m, r)=\infty$, but this is of secondary importance. In fact, by insisting only on (3), we can design a rather simple algorithm. Since we need to refer to it, and because it is fashionable to do so, we will give this algorithm a name, maxlocation.

```
ALGORITHM "MAXLOCATION"
Case I ( \(m \geq \sqrt{2}\) )
    Repeat Generate \(U, N\). Set \(Y \leftarrow 1+\frac{(m-r)^{2}}{N_{2}^{2}}\)
            Until \(U \exp \left(-m^{2} / 2\right) \leq Y \exp \left(-Y m^{2} / 2\right)\)
    Return \(X \leftarrow 1 / Y\)
Case II ( \(m-r \geq \sqrt{2}\) )
    Repeat Generate \(U, N\). Set \(Y \leftarrow 1+\frac{m^{2}}{N^{2}}\)
            Until \(U \exp \left(-(m-r)^{2} / 2\right) \leq Y \exp \left(-Y(m-r)^{2} / 2\right)\)
    Return \(X \leftarrow 1-1 / Y\)
Case III \((m-r \leq \sqrt{2}, m \leq \sqrt{2})\)
    Repeat Generate \(U, N\). Set \(X \leftarrow\) beta \((1 / 2,1 / 2)\)
    Return \(X\)
```

No attempt was made to optimize the algorithm with respect to its design parameters like the cutoff points. Our choices facilitate easy design and analysis. Note also that the three cases in maxlocation overlap. In overlapping regions, any choice will do. Gou (2009) has another algorithm for this, but it is not uniformly fast. However, for certain values of the paparmeters, it may beat maxlocation in given implementations.

Theorem 1. Algorithm maxlocation generates a random variable $X$ with density proportional to (2). Furthermore, if $m$ is replaced by $M_{r}=(1 / 2)\left(r+\sqrt{r^{2}+2 E}\right)$, then $\left(X, M_{r}\right)$ is distributed as the joint location and value of the maximum of a Brownian bridge $B_{r}$. Finally, the complexity is uniformly bounded over all values of $r$ in the sense of (3).

Proof. The first two cases are symmetric-indeed, $X$ for given input values $m, r$ is distributed as $1-X^{\prime}$, where $X^{\prime}$ has input parameters $m-r$ and $-r$. This follows from considering the Brownian motion backwards. Case I: Let $X$ have density proportional to (2), and let $Y=1 / X$. Then $Y$ has density proportional to

$$
y \exp \left(-\frac{m^{2} y}{2}\right) \times(y-1)^{-\frac{3}{2}} \exp \left(-\frac{(m-r)^{2} y}{2(y-1)}\right), y>1
$$

If $m \geq \sqrt{2}$, then the leftmost of the two factors is not larger than $\exp \left(-m^{2} / 2\right)$, while the rightmost factor is proportional to the density of $1+(m-r)^{2} / N^{2}$, as is readily verified. This confirms the validity of the rejection method for cases I and II. Case III: note that (2) is bounded by

$$
\frac{4}{\sqrt{x(1-x)} e^{2} m^{2}(m-r)^{2}}
$$

which is proportional to the beta $(1 / 2,1 / 2)$ density. To see this, observe that $\left(m^{2} /(2 x)\right) \exp \left(-\left(m^{2} /(2 x)\right)\right) \leq$ $1 / e$, and $\left((m-r)^{2} /(2(1-x))\right) \exp \left(-\left((m-r)^{2} /(2(1-x))\right)\right) \leq 1 / e$.

Finally, we verify (3) when the supremum is taken over te parameter ranges that correspond to the three cases. It is helpful to note that $m$ is now random and equal to $(1 / 2)\left(r+\sqrt{r^{2}+2 E}\right)$. Thus, $m(m-r)=E / 2$, a property that will be very useful. The acceptance rate in case I (using the notation of the algorithm) is

$$
\begin{aligned}
\mathbb{P}\left\{U \exp \left(-m^{2} / 2\right) \leq Y \exp \left(-Y m^{2} / 2\right)\right\} & =\mathbb{E}\left\{Y \exp \left((1-Y) m^{2} / 2\right)\right\} \\
& =\mathbb{E}\left\{Y \exp \left(-m^{2}(m-r)^{2} / 2 N^{2}\right)\right\} \\
& \geq \mathbb{E}\left\{\exp \left(-m^{2}(m-r)^{2} / 2 N^{2}\right)\right\} \\
& =\mathbb{E}\left\{\exp \left(-E^{2} / 8 N^{2}\right)\right\} \\
& \stackrel{\text { def }}{=} \delta>0 .
\end{aligned}
$$

The acceptance rate for case II is dealt with in precisely the same manner-it is also at least $\delta$. Finally, in case III, the acceptance rate is

$$
\begin{aligned}
& \mathbb{P}\left\{U \frac{4}{\sqrt{X(1-X)} e^{2} m^{2}(m-r)^{2}} \leq \frac{\exp \left(-m^{2} / 2 X-(m-r)^{2} / 2(1-X)\right)}{(X(1-X))^{3 / 2}}\right\} \\
& \quad=\mathbb{E}\left\{\frac{e^{2} m^{2}(m-r)^{2} \exp \left(-m^{2} / 2 X-(m-r)^{2} / 2(1-X)\right)}{4 X(1-X)}\right\} \\
& \quad \geq \mathbb{E}\left\{\frac{e^{2} m^{2}(m-r)^{2} \exp (-1 / X-1 /(1-X))}{4 X(1-X)}\right\}
\end{aligned}
$$

$$
\begin{aligned}
& =\mathbb{E}\left\{\frac{e^{2} E^{2} \exp (-1 / X(1-X))}{16 X(1-X)}\right\} \\
& =\mathbb{E}\left\{\frac{e^{2} \exp (-1 / X(1-X))}{8 X(1-X)}\right\} \\
& \geq \mathbb{E}\left\{\frac{e^{2} \exp (-16 / 3)}{8(3 / 16)} \mathbb{1}_{[X \in[1 / 4,3 / 4]]}\right\} \\
& =\frac{1}{3 e^{10 / 3}}
\end{aligned}
$$

Therefore,

$$
\mathbb{E}\left\{R\left(M_{r}, r\right)\right\} \leq \max \left(1 / \delta, 3 e^{10 / 3}\right)
$$

The joint maximum and minimum of Brownian bridge and Brownian motion. The joint maximum and minimum of $B_{r}$ can be done in two steps. First, we generate $M_{r}=(1 / 2)\left(r+\sqrt{r^{2}+2 E}\right)$ and then apply maxlocation to generate the location $X$ of the maximum. Using a decomposition of Williams (1974) and Denisov (1984), we note that the process cut at $X$ consists of two Brownian meanders, back to back. More specifically,

$$
M_{r}-B_{r}(X+t), 0 \leq t \leq 1-X
$$

is a Brownian meander with endpoint $B^{\mathrm{me}}(1-X)=M_{r}-r$. The maximum $Z_{1}$ of this process is distributed as

$$
\sqrt{1-X} \times M_{s}^{\mathrm{me}} \text { with } s=\frac{M_{r}-r}{\sqrt{1-X}}
$$

The value $M_{s}^{\text {me }}$ is generated by our algorithm MAXMEANDER, which will be developed further on in the paper. Similarly, the process

$$
M_{r}-B_{r}(X-t), 0 \leq t \leq X
$$

is a Brownian meander with endpoint $B^{\mathrm{me}}(X)=M_{r}$. The maximum $Z_{2}$ of this process is distributed as

$$
\sqrt{X} \times M_{s}^{\mathrm{me}} \text { with } s=\frac{M_{r}}{\sqrt{X}}
$$

The value $M_{s}^{\mathrm{me}}$ is again generated by our algorithm maxmeander. Putting things together, and using the Markovian nature of Brownian motion, we see that the minimum of $B_{r}$ on $[0,1]$ is equal to

$$
M_{r}-\max \left(Z_{1}, Z_{2}\right)
$$

The joint maximum and minimum for $B$ is dealt with as above, for $B_{r}$, when we start with $r=N$.

## Brownian meander: Global methods

Simple computations involving the reflection principle show that the density of $B(1)$ for Brownian motion started at $a>0$ and restricted to remain positive on $[0,1]$ is

$$
f(x) \stackrel{\text { def }}{=} \frac{\exp \left(-\frac{(x-a)^{2}}{2}\right)-\exp \left(-\frac{(x+a)^{2}}{2}\right)}{\sqrt{2 \pi} \mathbb{P}\{|N| \leq a\}}, x>0 .
$$

The limit of this as $a \downarrow 0$ is the Rayleigh density $x \exp \left(-x^{2} / 2\right)$, i.e., the density of $\sqrt{2 E}$. An easy scaling argument then shows that

$$
B^{\mathrm{me}}(t) \stackrel{\mathcal{L}}{=} \sqrt{2 t E}
$$

This permits simulation at a single point, but cannot be used for a sequence of points.
A useful property (see Williams, 1970, or Imhof, 1984) of the Brownian meander permits carefree simulation: a restricted Brownian meander $B_{r}^{\text {me }}$ can be represented as a sum of three independent standard Brownian bridges:

$$
B_{r}^{\mathrm{me}}(t) \equiv \sqrt{\left(r t+B^{\mathrm{br}}(t)\right)^{2}+\left(B^{\mathrm{br}}(t)\right)^{2}+\left(B^{\mathrm{br}}{ }^{\prime \prime}(t)\right)^{2}}
$$

This is called the three-dimensional Bessel bridge from 0 to $r$. We obtain $B^{\text {me }}$ as $B_{r}^{\text {me }}$ with $r=\sqrt{2 E}$. $B^{\text {me }}$ can also be obtained from the sample path of $B$ directly: let $\tau=\sup \{t \in[0,1]: B(t)=0\}$. Then

$$
B^{\mathrm{me}}(t) \equiv \frac{|B(\tau+t(1-\tau))|}{\sqrt{1-\tau}}, 0 \leq t \leq 1
$$

This is not very useful for simulating $B^{\text {me }}$ though.
For the standard Brownian bridge, $B^{\mathrm{br}}(t) \equiv B(t)-t B(1)$. Maintaining three independent copies of such bridges gives a simple global algorithm for simulating $B_{r}^{\text {me }}$ at values $0=t_{0}<t_{1}<\cdots<t_{n}=1$, based on the values $B^{\mathrm{br}}\left(t_{i}\right)$.

There is also a way of simulating $B_{r}^{\text {me }}$ inwards, starting at $t=1$, and then obtaining the values at points $1=t_{0}>t_{1}>t_{2}>\cdots>0$. Using $B^{\mathrm{br}}(t) \stackrel{\mathcal{L}}{=} \sqrt{t(1-t)} N$, we have

$$
\begin{aligned}
B_{r}^{\mathrm{me}}(t) & \stackrel{\mathcal{L}}{=} \sqrt{(r t+\sqrt{t(1-t)} N)^{2}+t(1-t)\left(N_{2}^{2}+N_{3}^{2}\right)} \\
& \stackrel{\mathcal{L}}{=} \sqrt{(r t+\sqrt{t(1-t)} N)^{2}+2 E t(1-t)} \\
& \stackrel{\text { def }}{=} Z(t, r) .
\end{aligned}
$$

So, we have $B\left(t_{0}\right)=B(1)=r$. Then

$$
B\left(t_{n+1}\right) \stackrel{\mathcal{L}}{=} Z\left(\frac{t_{n+1}}{t_{n}}, B\left(t_{n}\right)\right), n \geq 0
$$

where the different realizations of $Z(\cdot, \cdot)$ can be generated independently, so that $B\left(t_{n}\right), n \geq 0$ forms a Markov chain imploding towards zero.


Figure 4. Simulation of Brownian meander with end value $r$.

For $B^{\text {ex }}$, a simple construction by circular rotation of a standard Brownian bridge $B^{\mathrm{br}}$ is possible (Vervaat, 1979; Biane, 1986). As noted above, for $B^{\text {br }}$ on $[0,1]$, the minimum is located at $X \xlongequal{\mathcal{L}} U$. Construct now the new process

$$
Y(t)= \begin{cases}B^{\mathrm{br}}(X+t)-B^{\mathrm{br}}(X) & \text { if } 0 \leq t \leq 1-X \\ B^{\mathrm{br}}(X+t-1)-B^{\mathrm{br}}(X) & \text { if } 1-X \leq t \leq 1\end{cases}
$$

Then $Y \equiv B^{\text {ex }}$ on $[0,1]$. Furthermore, the process $B^{\text {ex }}$ just constructed is independent of $X$. This construction permits the easy simulation of $B^{\text {br }}$ given $B^{\text {ex }}$, by cutting and pasting starting at a randomly generated uniform $[0,1]$ position $U$. But vice versa, the benefits for simulating $B^{\text {ex }}$ given $B^{\text {br }}$ are not so clear.

## Brownian meander: Local methods

The local simulation problem for Brownian meanders can be summarized as follows: given $a, b \geq$ 0 , and $B^{\mathrm{me}}(0)=a, B^{\mathrm{me}}(1)=b$, generate the value of $B^{\mathrm{me}}(t)$ for given $t \in(0,1)$ in expected time bounded uniformly over $a, b, t$. Armed with such a tool, we can continue subdividing intervals at unit expected cost per subdivision. We may need to rescale things. Let us denote by $B^{\text {me }}(t ; a, b, s)$ the value $B^{\mathrm{me}}(t)$ when $0 \leq t \leq s$, given that $B^{\mathrm{me}}(0)=a, B^{\mathrm{me}}(s)=b$. Then

$$
B^{\mathrm{me}}(t ; a, b, s) \stackrel{\mathcal{L}}{=} \sqrt{s} B^{\mathrm{me}}\left(\frac{t}{s} ; \frac{a}{\sqrt{s}}, \frac{b}{\sqrt{s}}, 1\right)
$$

Random variate generation can be tackled by a variant of the global method if one is willing to store and carry through the values of all three Brownian motions in the three-dimensional Bessel bridge approach. However, if this is not done, and the boundaries of an interval are fixed, then one must revert to a truly local method. This section discusses the simulation of $B^{m e}(t ; a, b, 1)$. In the remainder of this section, we will write $B^{\text {me }}(t)$ instead of $B^{\mathrm{me}}(t ; a, b, 1)$.

The (known) density of $B^{\mathrm{me}}(t)$ can be derived quite easily. We repeat the easy computations because some intermediate results will be used later. Let us start from the well-known representation for Brownian motion $X(t)$ restricted to $X(0)=a, X(1)=b$ with $0 \leq a<b$ :

$$
X(t) \stackrel{\mathcal{L}}{=} a+B(t)+t(b-a-B(1)), 0 \leq t \leq 1
$$

Writing $B(1)=B(t)+B^{\prime}(1-t)\left(B^{\prime}\right.$ being independent of $\left.B\right)$, and replacing $B(t)=\sqrt{t} N, B^{\prime}(1-t)=$ $\sqrt{1-t} N^{\prime}$, we have

$$
\begin{aligned}
X(t) & \stackrel{\mathcal{L}}{=} a+t(b-a)+\sqrt{t}(1-t) N-\sqrt{1-t} t N^{\prime} \\
& \stackrel{\mathcal{L}}{=} a+t(b-a)+\sqrt{t(1-t)} N
\end{aligned}
$$

For the Brownian bridge $B_{r}$ on $[0,1]$, we know that

$$
M_{r} \stackrel{\mathcal{L}}{=} \frac{1}{2}\left(r+\sqrt{r^{2}+2 E}\right)
$$

and thus, the minimum is distributed as

$$
\frac{1}{2}\left(r-\sqrt{r^{2}+2 E}\right)
$$

Since $X(t)$ is just $a+B_{r}(t)$ with $r=b-a$,

$$
\begin{aligned}
\mathbb{P} & \left\{\min _{0 \leq t \leq 1} X(t) \geq 0\right\} \\
& =\mathbb{P}\left\{a+\frac{1}{2}\left(b-a-\sqrt{(b-a)^{2}+2 E}\right) \geq 0\right\} \\
& =\mathbb{P}\left\{\sqrt{(b-a)^{2}+2 E} \leq a+b\right\} \\
& =\mathbb{P}\left\{(b-a)^{2}+2 E \leq(a+b)^{2}\right\} \\
& =\mathbb{P}\{E \leq 2 a b\} \\
& =1-\exp (-2 a b)
\end{aligned}
$$

For $x>0$, assuming $a b>0$,

$$
\begin{aligned}
\mathbb{P} & \left\{B^{\mathrm{me}}(t) \in d x\right\} \\
& =\mathbb{P}\left\{X(t) \in d x \mid \min _{0 \leq s \leq 1} X(s) \geq 0\right\} \\
& =\frac{\mathbb{P}\left\{X(t) \in d x, \min _{0 \leq s \leq 1} X(s) \geq 0\right\}}{\mathbb{P}\left\{\min _{0 \leq s \leq 1} X(s) \geq 0\right\}} \\
& =\frac{\mathbb{P}\{X(t) \in d x\} \mathbb{P}\left\{\min _{0 \leq s \leq t} Y(s) \geq 0\right\} \mathbb{P}\left\{\min _{t \leq s \leq 1} Z(s) \geq 0\right\}}{\mathbb{P}\left\{\min _{0 \leq s \leq 1} X(s) \geq 0\right\}}
\end{aligned}
$$

where $Y(s)$ is Brownian motion on $[0, t]$ with endpoint values $a, x$, and $Z(s)$ is Brownian motion on $[t, 1]$ with endpoint values $x, b$. The decomposition into a product in the numerator follows from the Markovian nature of Brownian motion. Using scaling, we see that

$$
\mathbb{P}\left\{\min _{0 \leq s \leq t} Y(s) \geq 0\right\}=1-\exp (-2(a / \sqrt{t})(x / \sqrt{t}))=1-\exp (-2 a x / t)
$$

and similarly,

$$
\mathbb{P}\left\{\min _{t \leq s \leq 1} Z(s) \geq 0\right\}=1-\exp (-2 b x /(1-t))
$$

Therefore, putting $\mu=a+t(b-a)$,

$$
\begin{aligned}
& \mathbb{P}\left\{B^{\mathrm{me}}(t) \in d x\right\} \\
& \\
& \quad=\mathbb{P}\{a+t(b-a)+\sqrt{t(1-t)} N \in d x\} \times \frac{(1-\exp (-2 a x / t))(1-\exp (-2 b x /(1-t)))}{1-\exp (-2 a b)} .
\end{aligned}
$$

The density of $B^{\text {me }}(t)$ is

$$
f(x)=g(x) \times h(x)
$$

where, for $x>0$,

$$
\begin{aligned}
& g(x) \stackrel{\text { def }}{=} \frac{1}{\sqrt{2 \pi t(1-t)}} \exp \left(-\frac{(x-\mu)^{2}}{2 t(1-t)}\right), \\
& h(x) \stackrel{\text { def }}{=} \begin{cases}\frac{(1-\exp (-2 a x / t))(1-\exp (-2 b x /(1-t)))}{1-\exp (-2 a b)} & \text { if } a b>0, \\
\frac{x}{b t}(1-\exp (-2 b x /(1-t))) & \text { if } a=0, b>0, \\
\frac{x}{a(1-t)}(1-\exp (-2 a x / t)) & \text { if } a>0, b=0, \\
\frac{x^{2}}{t(1-t)} & \text { if } a=b=0,\end{cases}
\end{aligned}
$$

When $a=0$ or $b=0$ or both, the density was obtained by a continuity argument. The case $a=0, b>0$ corresponds to Brownian meander started at the origin and ending at $b$, and the case $a=b=0$ is just Brownian excursion. In the latter case, the density is

$$
\frac{2 x^{2}}{\sqrt{2 \pi(t(1-t))^{3}}} \exp \left(-\frac{x^{2}}{2 t(1-t)}\right), x>0
$$

which is the density of

$$
\sqrt{2 t(1-t) G_{3 / 2}} \stackrel{\mathcal{L}}{=} \sqrt{t(1-t)\left(N^{2}+2 E\right)} .
$$

More interestingly, we already noted the 3d representation of Brownian meanders, which gives for $a=0$ the recipe

$$
B^{\mathrm{me}}(t) \stackrel{\mathcal{L}}{=} \sqrt{(b t+\sqrt{t(1-t)} N)^{2}+2 E t(1-t)}
$$

and, by symmetry, for $b=0$,

$$
B^{\mathrm{me}}(t) \stackrel{\mathcal{L}}{=} \sqrt{(a(1-t)+\sqrt{t(1-t)} N)^{2}+2 E t(1-t)}
$$

We rediscover the special case $a=b=0$. We do not know a simple generalization of these sampling formulae for $a b>0$. In the remainder of this section, we therefore develop a uniformly fast rejection method for $f$.

If $a b \geq 1 / 2$, we have $1-\exp (-2 a b) \geq 1-1 / e$, and thus

$$
h(x) \leq \frac{e}{e-1}
$$

Since $g$ is a truncated normal density, the rejection method is particularly simple:

```
Repeat Generate \(U, N . \quad\) Set \(X \leftarrow \mu+\sqrt{t(1-t)} N\)
    Until \(X \geq 0\) and \(U e /(e-1) \leq h(X)\)
Return \(X\)
```

The expected number of iterations is the integral under the dominating curve, which is $e /(e-1)$.
Consider now the second case, $a b \leq 1 / 2$. Using the general inequality $1-e^{-u} \leq u$, and $1-e^{-u} \geq$ $u(1-1 / e)$ for $u \leq 1$, we have

$$
h(x) \leq \frac{e}{e-1} \times \frac{x}{b t}(1-\exp (-2 b x /(1-t)))
$$

where on the right hand side, we recognize the formula for $h$ when $a=0, b>0$ discussed above. Thus, using the sampling formula for that case, we obtain a simple rejection algorithm with expected number of iterations again equal to $e /(e-1)$.

$$
\begin{aligned}
& \text { Repeat Generate } U, N, E . \quad \text { Set } X \leftarrow \sqrt{(b t+\sqrt{t(1-t)} N)^{2}+2 E t(1-t)} \\
& \text { Until } \frac{e}{e-1} \frac{U X}{b t} \leq \frac{1-\exp (-2 a X / t)}{1-\exp (-2 a b)} \\
& \text { Return } X
\end{aligned}
$$

## Brownian meander: Extrapolation

Given $B^{\text {me }}(t)=a$, we are asked to simulate $B^{\text {me }}(t+s)$. We recall first that Brownian meanders are translation invariant, i.e., $B^{\mathrm{me}}\left(t ; a, b, t^{\prime}\right), 0 \leq t \leq t^{\prime}$ is equivalent to $B^{\mathrm{me}}\left(t+s ; a, b, t^{\prime}+s\right), 0 \leq t \leq t^{\prime}$ for all $s>0$. Also, it is quickly verified that $B^{\text {me }}\left(t ; a, b, t^{\prime}\right), 0 \leq t \leq t^{\prime}$ is equivalent to Brownian motion on [ $\left.0, t^{\prime}\right]$ starting from $a$ and ending at $b$, conditional on staying positive (if $a$ or $b$ are zero, then limits must be taken). Finally, scaling is taken care of by noting that given $B^{\mathrm{me}}(t)=a, B^{\mathrm{me}}(t+s)$ is distributed as $\sqrt{s} B^{\mathrm{me}}(t+1)$ started at $a / \sqrt{s}$. These remarks show that we need only be concerned with the simulation of Brownian motion $B(1)$ on $[0,1]$, given $B(0)=a>0$ and conditional on $\min _{0 \leq t \leq 1} B(t)>0$. The case $a=0$ reduces to standard Brownian meander $B^{\text {me }}(1)$, which we know is distributed as $\sqrt{2 E}$.

As we remarked earlier, simple computations involving the reflection principle show that the density of $B(1)$ under the above restrictions is

$$
f(x) \stackrel{\text { def }}{=} \frac{\exp \left(-\frac{(x-a)^{2}}{2}\right)-\exp \left(-\frac{(x+a)^{2}}{2}\right)}{\sqrt{2 \pi} \mathbb{P}\{|N| \leq a\}}, x>0
$$

The limit of this as $a \downarrow 0$ is $x \exp \left(-x^{2} / 2\right)$, the density of $\sqrt{2 E}$. The distribution function is given by

$$
F(x)=1-\frac{\Phi(x+a)-\Phi(x-a)}{\Phi(a)-\Phi(-a)}
$$

where we recall that $\Phi$ is the distribution function of $N$. This is not immediately helpful for random variate generation. We propose instead the following simple rejection algorithm, which has uniformly bounded expected time.

```
(Case \(a \geq 1\) )
Repeat Generate \(U\) uniform \([0,1], N\) standard normal
    \(X \leftarrow a+N\)
Until \(X>0\) and \(U \geq \exp (-2 a X)\)
Return \(X\)
(Case \(0<a \leq 1\) )
Repeat Generate \(U\) uniform \([0,1], E\) exponential
    \(X \leftarrow \sqrt{2 E /\left(1-a^{2} / 3\right)}\)
Until \(2 a U X \exp \left(a^{2} X^{2} / 6\right) \leq \exp (a X)+\exp (-a X)\)
Return \(X\)
```

For $a \geq 1$, we apply rejection with as dominating curve the first term in the expression of $f$, which is nothing but the normal density with mean $a$. The acceptance condition is simply $U \geq \exp (-2 a X)$, which we leave as a simple exercise. The probability of rejection is

$$
\begin{aligned}
\mathbb{P}\{[a+N<0] \cup[U \leq \exp (-2 a(a+N))]\} & \leq \mathbb{P}\{N>a\}+\mathbb{E}\{\exp (-2 a(a+N))\} \\
& =1-\Phi(a)+\exp \left(-4 a^{2}\right) \\
& \leq 1-\Phi(1)+e^{-4} \\
& <0.18
\end{aligned}
$$

This method applies for all $a$, but as $a \downarrow 0$, we note with disappointment that the rejection probability approaches 1. For $0<a \leq 1$, we rewrite the numerator in $f$ as

$$
\exp \left(-\frac{x^{2}}{2}-\frac{a^{2}}{2}\right) \times\left(e^{a x}+e^{-a x}\right)
$$

and bound

$$
e^{a x}+e^{-a x} \leq 2 a x e^{(a x)^{2} / 6},
$$

which is easily verified by comparing Taylor series on both sides. This explains the rejection condition. Furthermore, the dominating curve is proportional to

$$
x \exp \left(-\frac{x^{2}\left(1-a^{2} / 3\right)}{2}\right)
$$

which in turn is proportional to the density of $\sqrt{2 E /\left(1-a^{2} / 3\right)}$. The probability of acceptance is one over the integral of the dominating curve, which is

$$
\frac{2 a e^{-a^{2} / 2}}{\sqrt{2 \pi} \mathbb{P}\{|N| \leq a\}\left(1-a^{2} / 3\right)} \leq \frac{1}{1-a^{2} / 3} \leq \frac{3}{2}
$$

Thus, the rejection probability is less than $1 / 3$. Therefore, the expected time taken by the algorithm above is uniformy bounded over all choices of $a$.

## Brownian meander: Extremes

The maxima related to $B^{\text {me }}$ are slightly more complicated to describe:

$$
\mathbb{P}\left\{M^{\mathrm{me}} \leq x\right\}=1+2 \sum_{k=1}^{\infty}(-1)^{k} \exp \left(-k^{2} x^{2} / 2\right), x>0
$$

(Chung, 1975, 1976; and Durrett and Iglehart (1977)). This is also known as the (scaled) KolmogorovSmirnov limit distribution. For this distribution, fast exact algorithms exist (Devroye, 1981)—more about this in the last section. Furthermore,

$$
\mathbb{P}\left\{M^{\mathrm{ex}} \leq x\right\}=1+2 \sum_{k=1}^{\infty}\left(1-4 k^{2} x^{2}\right) \exp \left(-2 k^{2} x^{2}\right), x>0
$$

(Chung, 1975, 1976; and Durrett and Iglehart (1977)). This is also called the theta distribution. For this too, we have fast exact methods (Devroye, 1997).

The remainder of this section deals with $M_{r}^{\text {me }}$. Once we can simulate this, we also have

$$
\begin{aligned}
\left(M^{\mathrm{me}}, B^{\mathrm{me}}(1)\right) & \equiv\left(M_{r}^{\mathrm{me}}, r\right) \text { with } r=\sqrt{2 E} \\
\left(M^{\mathrm{ex}}, B^{\mathrm{ex}}(1)\right) & \equiv\left(M_{r}^{\mathrm{me}}, r\right) \text { with } r=0
\end{aligned}
$$

The starting point is the following joint law,

$$
\mathbb{P}\left\{M^{\mathrm{me}} \leq x, B^{\mathrm{me}}(1) \leq y\right\}=\sum_{k=-\infty}^{\infty}\left[\exp \left(-(2 k x)^{2} / 2\right)-\exp \left(-(2 k x+y)^{2} / 2\right)\right], x \geq y \geq 0
$$

as obtained by Durrett and Iglehart (1977) and Chung (1976). Straightforward calculations then show

$$
\mathbb{P}\left\{M^{\mathrm{me}} \leq x, B^{\mathrm{me}}(1) \in d y\right\}=\sum_{k=-\infty}^{\infty}(2 k x+y) \exp \left(-(2 k x+y)^{2} / 2\right) d y, x \geq y \geq 0
$$

Because $B^{\mathrm{me}}(1)$ has density $y \exp \left(-y^{2} / 2\right)$, we see that the distribution function of $M_{r}^{\text {me }}$ is

$$
\sum_{k=-\infty}^{\infty} \frac{2 k x+r}{r} \exp \left(r^{2} / 2-(2 k x+r)^{2} / 2\right), x \geq r>0
$$

Its density is

$$
\begin{equation*}
f(x) \stackrel{\text { def }}{=} r^{-1} e^{r^{2} / 2} \sum_{k=-\infty}^{\infty} 2 k\left(1-(2 k x+r)^{2}\right) \exp \left(-(2 k x+r)^{2} / 2\right), x \geq r>0 . \tag{4}
\end{equation*}
$$

It helps to rewrite the density (4) of $M_{r}^{\text {me }}$ by grouping the terms:

$$
f(x)=\sum_{k=1}^{\infty} f_{k}(x) \stackrel{\text { def }}{=} \sum_{k=1}^{\infty} 2 k e^{-2 k^{2} x^{2}} g(r, k, x)
$$

with

$$
\begin{aligned}
g(r, k, x) & =\frac{1}{r} \times\left(\left(1-(r+2 k x)^{2}\right) e^{-2 k x r}-\left(1-(r-2 k x)^{2}\right) e^{2 k x r}\right) \\
& =\frac{1}{r} \times\left(\left(r^{2}+4 k^{2} x^{2}-1\right) \sinh (2 k x r)-4 k x r \cosh (2 k x r)\right)
\end{aligned}
$$



Figure 5. The density of $M_{r}^{\text {me }}$ for $r$ varying from 0.05 to 1.95 in steps of 0.1 . Note the accumulation at $r=0$, which corresponds to $M^{\mathrm{ex}}$ (the theta distribution).

The Jacobi theta function

$$
\theta(x)=\sum_{n=-\infty}^{\infty} \exp \left(-n^{2} \pi x\right), x>0
$$

has the remarkable property that $\sqrt{x} \theta(x)=\theta(1 / x)$, which follows from the Poisson summation formula, and more particularly from Jacobi's theta function identity

$$
\frac{1}{\sqrt{\pi x}} \sum_{n=-\infty}^{\infty} \exp \left(-\frac{(n+y)^{2}}{x}\right)=\sum_{n=-\infty}^{\infty} \cos (2 \pi n y) \exp \left(-n^{2} \pi^{2} x\right), y \in \mathbb{R}, x>0
$$

Taking derivatives with respect to $y$ then shows the identity

$$
\frac{1}{\sqrt{\pi x^{3}}} \sum_{n=-\infty}^{\infty}(n+y) \exp \left(-\frac{(n+y)^{2}}{x}\right)=\sum_{n=-\infty}^{\infty} \pi n \sin (2 \pi n y) \exp \left(-n^{2} \pi^{2} x\right), y \in \mathbb{R}, x>0
$$

A term by term comparison yields the alternative representation

$$
\begin{aligned}
\mathbb{P} & \left\{M^{\mathrm{me}} \leq x, B^{\mathrm{me}}(1) \in d y\right\} \\
& =2 x \sum_{k=-\infty}^{\infty}\left(k+\frac{y}{2 x}\right) \exp \left(-\frac{\left(k+\frac{y}{2 x}\right)^{2}}{1 /\left(2 x^{2}\right)}\right) d y \\
& =2 x \sqrt{\frac{\pi}{8 x^{6}}} \sum_{n=-\infty}^{\infty} \pi n \sin \left(2 \pi n \frac{y}{2 x}\right) \exp \left(-\frac{n^{2} \pi^{2}}{2 x^{2}}\right) d y \\
& =\sqrt{\frac{\pi}{2 x^{4}}} \sum_{n=-\infty}^{\infty} \pi n \sin \left(2 \pi n \frac{y}{2 x}\right) \exp \left(-\frac{n^{2} \pi^{2}}{2 x^{2}}\right) d y, x \geq y \geq 0 .
\end{aligned}
$$

The distribution function of $M_{r}^{\text {me }}$ can also be written as

$$
\begin{equation*}
F(x)=\sum_{n=1}^{\infty} F_{n}(x) \sin \left(\frac{\pi n r}{x}\right), x \geq r \geq 0 \tag{5}
\end{equation*}
$$

where

$$
F_{n}(x)=\sqrt{2 \pi} x^{-2} r^{-1} e^{r^{2} / 2} \pi n \exp \left(-\frac{n^{2} \pi^{2}}{2 x^{2}}\right)
$$

This yields the density

$$
\begin{align*}
f(x) & =\sum_{n=1}^{\infty} F_{n}^{\prime}(x) \sin (\pi n r / x)-\sum_{n=1}^{\infty} F_{n}(x)\left(\pi n r / x^{2}\right) \cos (\pi n r / x) \\
& =\sum_{n=1}^{\infty} F_{n}(x)\left(\left(\frac{n^{2} \pi^{2}-2 x^{2}}{x^{3}}\right) \sin (\pi n r / x)-\left(\frac{\pi n r}{x^{2}}\right) \cos (\pi n r / x)\right)  \tag{6}\\
& \stackrel{\text { def }}{=} \sum_{n=1}^{\infty} \psi_{n}(x) .
\end{align*}
$$

Armed with the dual representations (4) and (5), we develop an algorithm called MAXMEANDER. It is based upon rejection combined with the series method developed by the author in 1981 (see also Devroye, 1986). The challenge here is to have an expected time uniformly bounded over all choices of $r$. For rejection, one should make use of the properties of the family when $r$ approaches its extremes. as $r \downarrow 0$, the figure above suggests that $M_{r} \xrightarrow{\mathcal{L}} M_{0}$, and that bounds on the density for $M_{0}$ should help for small $r$. As $r \rightarrow \infty$, the distribution "escapes to infinity". In fact, $2 r\left(M_{r}-r\right) \xrightarrow{\mathcal{L}} E$, a fact that follows from our bounds below. Thus, we should look for exponential tail bounds that hug the density tightly near $x=r$. We have two regimes, $r \geq 3 / 2$, and $r \leq 3 / 2$.

Regime I: $r \geq 3 / 2$.

Lemma 1. Assume $r \geq 3 / 2$. For every $K \geq 1, x \geq r \geq 3 / 2$,

$$
-\frac{1}{1-\zeta} \times \frac{4 K(1+4 K x r)}{r} \times e^{-2 K^{2} x^{2}+2 K x r} \leq \sum_{k=K}^{\infty} f_{k}(x) \leq \frac{1}{1-\xi} \times 2 K\left(r+4 K^{2} x^{2} / r\right) \times e^{-2 K^{2} x^{2}+2 K x r}
$$

where $\xi=6.8 e^{-9}$ and $\zeta=2.2 e^{-9}$. Next, when $r \leq 3 / 2, x \geq 3 / 2$, we have

$$
-\frac{8 K^{2} x e^{2 K x r-2 K^{2} x^{2}}}{1-\tau} \leq \sum_{k=K}^{\infty} f_{k}(x) \leq \frac{164}{9(1-\nu)} K^{4} x^{3} e^{2 K x r-2 K^{2} x^{2}}
$$

where $\nu=16 e^{-9}$ and $\tau=4 e^{-9}$.

This leads to an algorithm for $r \geq 3 / 2$. Note that for this, we need a bound on $f$. By Lemma 1 ,

$$
f(x) \leq s(x) \stackrel{\text { def }}{=} \frac{2 r^{2}+8 x^{2}}{(1-\xi) r} \times e^{-2 x^{2}+2 x r}
$$

and the upper bound is easily checked to be log-concave for $x \geq r \geq 3 / 2$. Thus,

$$
s(x) \leq s(r) \exp \left((\log s)^{\prime}(r)(x-r)\right), x \geq r
$$

and since $(\log s)^{\prime}(r)=\left(8-10 r^{2}\right) /(5 r)$, we have

$$
f(x) \leq g(x) \stackrel{\text { def }}{=} \frac{10 r}{(1-\xi)} \times \exp \left(-\frac{10 r^{2}-8}{5 r}(x-r)\right), x \geq r
$$

We have

$$
\begin{aligned}
\int_{r}^{\infty} g(x) d x & =\frac{10 r \times 5 r}{(1-\xi)\left(10 r^{2}-8\right)} \\
& =\frac{5}{(1-\xi)\left(1-8 /\left(10 r^{2}\right)\right)} \\
& \leq \frac{5}{(1-\xi)(1-32 / 90)} \\
& <7.77
\end{aligned}
$$

This suggests that using $g$ as a dominating curve for rejection yields an algorithm that is uniformly fast when $r \geq 3 / 2$. Also, the function $g$ is proportional to the density of $r+c E$ with $c=5 r /\left(10 r^{2}-8\right)$.

Algorithm MAXMEANDER (for $r \geq 3 / 2$ )
Repeat Generate $X=r+c E$ where $c=5 r /\left(10 r^{2}-8\right)$
Generate $V$ uniformly on $[0,1]$, and set $Y \leftarrow V g(X)=\frac{10 r V e^{-E}}{(1-\xi)}$
$k \leftarrow 2, S \leftarrow f_{1}(X)$
Decision $\leftarrow$ '"Undecided')
Repeat If $Y \leq S-\frac{1}{1-\zeta} \times \frac{4 k(1+4 k X r)}{r} \times e^{-2 k^{2} X^{2}+2 k X r}$ then Decision $\leftarrow$ ' 'Accept',
If $Y \geq S+\frac{1}{1-\xi} \times 2 k\left(r+4 k^{2} X^{2} / r\right) \times e^{-2 k^{2} X^{2}+2 k X r}$ then Decision $\leftarrow$ 'Reject', $S \leftarrow S+f_{k}(X)$ $k \leftarrow k+1$
Until Decision $\neq$ '(Undecided')
Until Decision = '(Accept')
Return $X$

Regime II: $r \leq 3 / 2$. The next Lemma provides approximation inequalities for small values of $x$, thanks to the Jacobi-transformed representation (5).

Lemma 2. For every $K \geq 1, x \leq 3 / 2, r \leq 3 / 2$,

$$
\left|\sum_{k=K}^{\infty} \psi_{k}(x)\right| \leq \frac{1}{1-\mu} F_{K}(x) \times \frac{K^{3} \pi^{3} r}{x^{4}}
$$

where $\mu=16 \exp \left(-\frac{2 \pi^{2}}{3}\right)=0.0222 \ldots$..

Consider first $x \leq 3 / 2$. Rejection can be based on the inequality

$$
\begin{align*}
f(x) & \leq \frac{1}{1-\mu} F_{1}(x)\left(\frac{\pi^{3} r}{x^{4}}\right) \\
& =\frac{\sqrt{2 \pi} e^{r^{2} / 2} \pi^{4}}{(1-\mu) x^{6}} \times \exp \left(-\frac{\pi^{2}}{2 x^{2}}\right)  \tag{7}\\
& \leq g(x) \stackrel{\text { def }}{=} \frac{\sqrt{2 \pi} e^{9 / 8} \pi^{4}}{(1-\mu) x^{6}} \times \exp \left(-\frac{\pi^{2}}{2 x^{2}}\right)
\end{align*}
$$

It is remarkable, but not surprising, that the dominating function does not depend upon $r$. It is uniformly valid over the range. We will apply it over $\mathbb{R}^{+}$. The random variable $\pi / \sqrt{2 G_{5 / 2}}=\pi / \sqrt{N^{2}+2 E_{1}+2 E_{2}}$ has density

$$
\frac{\sqrt{2 \pi} \pi^{4}}{3 x^{6}} \exp \left(-\frac{\pi^{2}}{2 x^{2}}\right), x>0
$$

which is $g(x) / p$ with $p=3 e^{9 / 8} /(1-\mu)$. Thus, $\int_{0}^{\infty} g(x) d x=p$, and rejection is universally efficient.
Consider next $x \geq 3 / 2$, a situation covered by the ineqalities of Lemma 1 . Here we first need an upper bound to be able to apply rejection. Once again, an exponential bound is most appropriate. To see this, not that

$$
f(x) \leq \frac{164}{9(1-\nu)} x^{3} e^{2 x r-2 x^{2}}, x \geq 3 / 2
$$

The upper bound is log-concave in $x$, and we can apply the exponential tail technique for log-concave densities, which yields the further bound

$$
\begin{equation*}
f(x) \leq g^{*}(x) \stackrel{\text { def }}{=} q \times(4-2 r) e^{-(4-2 r)(x-3 / 2)}, x \geq 3 / 2 \tag{8}
\end{equation*}
$$

where

$$
q \stackrel{\text { def }}{=} \int_{3 / 2}^{\infty} g^{*}(x) d x=\frac{123 \times e^{3 r-9 / 2}}{2(1-\nu)(4-2 r)}
$$

The function $g^{*}$ is proportional to the density of $3 / 2+E /(4-2 r)$. We are thus set up to apply rejection with a choice of dominating curves, one having weight $p$ for $x \leq 3 / 2$, and one of weight $q$ for $x \geq 3 / 2$. The algorithm, which has an expected time uniformly bounded over the range $r \leq 3 / 2$ (since $p+q$ is uniformly bounded) can be summarized as follows:

```
Algorithm MAXMEANDER (for \(r \leq 3 / 2\) )
Set \(p=\frac{3 e^{9 / 8}}{1-\mu}, q=\frac{123 \times e^{3 r-9 / 2}}{2(1-\nu)(4-2 r)}\).
Repeat Generate \(U\), \(V\) uniformly on \([0,1]\)
    If \(U \leq \frac{p}{p+q}\) then \(X \leftarrow \frac{\pi}{\sqrt{N^{2}+2 E_{1}+2 E_{2}}}\)
        \(Y \leftarrow V g(X)\) [ \(g\) is as in (7)]
        \(k \leftarrow 2, S \leftarrow \psi_{1}(X)\)
        Decision \(\leftarrow\) '"Undecided')
            Repeat If \(X \geq 3 / 2\) then Decision \(\leftarrow\) ('Reject")
                        Set \(T \leftarrow \frac{1}{1-\mu} F_{k}(X) \times \frac{k^{3} \pi^{3} r}{X^{4}}\)
                If \(Y \leq S-T\) then Decision \(\leftarrow\) 'Accept")
                If \(Y \geq S+T\) then Decision \(\leftarrow\) ' Reject",
                \(S \leftarrow S+\psi_{k}(X)\)
                \(k \leftarrow k+1\)
            Until Decision \(\neq\) '(Undecided')
        else \(X \leftarrow \frac{3}{2}+\frac{E}{4-2 r}\)
            \(Y \leftarrow V g^{*}(X)\) [ \(g^{*}\) is as in (8)]
            \(k \leftarrow 2, S \leftarrow f_{1}(X)\)
            Decision \(\leftarrow\) '(Undecided''
            Repeat If \(Y \leq S-\frac{8 k^{2} X e^{2 k X r-2 k^{2} X^{2}}}{1-\tau}\) then Decision \(\leftarrow\) "Accept",
                        If \(Y \geq S+\frac{164}{9(1-\nu)} k^{4} X^{3} e^{2 k X r-2 k^{2} X^{2}}\) then Decision \(\leftarrow\) ''Reject',
                \(S \leftarrow S+f_{k}(X)\)
                \(k \leftarrow k+1\)
                            Until Decision \(\neq\) '(Undecided')
Until Decision \(=\) '(Accept')
Return \(X\)
```

Extensions. Using the ideas of this section, it is possible to develop a uniformly fast generator for $M^{\text {me }}$ when both endpoints are fixed and nonzero: $B^{\text {me }}(0)=a$ and $B^{\mathrm{me}}(1)=b$. Majumdar, Randon-Furling, Kearney and Yor (2008) describe the distributions of the locations of maxima in several constrained Brownian motions, including Brownian meanders. It is also possible to develop uniformly fast exact simulation algorithms for them.

## Reflected Brownian motion

Reflected Brownian motion with one reflecting barrier at 0 is just $|B(t)|$. If one is merely interested in simulating this process at given time epochs, it suffices to simulate $B$ and take absolute values. Extrapolation beyond $t$ when the value $|B(t)|=x$ is easy too, as

$$
|B(t+s)| \stackrel{\mathcal{L}}{=}|B(t)+\sqrt{s} N| \stackrel{\mathcal{L}}{=}|r+\sqrt{s} N|
$$

where we used the reflection principle to note that conditioning on $|B(t)|=x$ is equivalent to conditioning on $B(t)=x$. Interpolation between $|B(t)|=x$ and $\left|B\left(t^{\prime}\right)\right|=r$ for $t<s<t^{\prime}$ follows easily after one notes that $|B(s)|$ has the same distribution when only conditioned on $B(t)=x$ and $B\left(t^{\prime}\right)=r$, and so this case reduces to interpolation for $B$, which we dealt with earlier. The simulation of

$$
\max _{t<s<t^{\prime}}|B(s)|
$$

conditional on the values $a, b$ at both endpoints poses no problems either. Consider a Brownian bridge taking the values $a$ and $b$ at $t$ and $t^{\prime}$ respectively. Simulate the joint values of maximum and minimum as explained earlier (this requires two accesses to a generator for the maximum of a conditional Brownian meander). Finally, return the maxim of the absolute values of the maximum and minimum.


Figure 6. Simulation of reflected Brownian motion.

With two reflecting barriers, at 0 and $a>0$, and calling the process $R(t)$, simple considerations show that we have the following folding formula,

$$
R(t) \stackrel{\mathcal{L}}{=} \begin{cases}B(t)-\lfloor B(t) / a\rfloor a & \text { if }\lfloor B(t) / a\rfloor \text { is even } \\ a-(B(t)-\lfloor B(t) / a\rfloor a) & \text { if }\lfloor B(t) / a\rfloor \text { is odd }\end{cases}
$$

So, for global simulation, it again suffices to simulate $B$. It is more interesting to study extrapolation and interpolation. Extrapolation from $R(0)=x \in(0, a)$ is trivial by the Markov property of Brownian motion: $R(t)$ can be obtained from $B(t)$ by the folding formula if we start with $B(0)=x$. Interpolation between $R(0)=x \in(0, a)$ and $R(1)=y \in(0, a)$ can also be done by the folding formula. First generate $B(t)$ as in a Brownian bridge between $B(0)=x$ and $B(1)=y$, and then compute $R(t)$ from $B(t)$ by the folding formula.

## Brownian motion on an interval

By Brownian motion on an interval $[0, a]$, we mean $B$ conditional on $B$ staying in $[0, a]$. Define the event

$$
A\left(t, t^{\prime}\right)=\left[0 \leq \inf _{t<s<t^{\prime}} B(s) \leq \sup _{t<s<t^{\prime}} B(s) \leq a\right]
$$

The values at $0<t_{1}<\cdots<t_{n}$ can be obtained by consecutive extrapolations, as

$$
\left(B(0)=x, B\left(t_{1}\right), B\left(t_{2}\right), \ldots, B\left(t_{n}\right)\right) \text { given } A\left(0, t_{n}\right)
$$

is distributed as the random vector in which $B\left(t_{i}\right)$ given $B\left(t_{i-1}\right)=r$ is generated independently of the past up to $t_{i-1}$, after noting that $B\left(t_{i}\right)$ is just like $B\left(t_{i}-t_{i-1}\right)$ starting from $B(0)=x$ and conditional on $A\left(0, t_{i}-t_{i-1}\right)$. This follows from the Markovian nature of Brownian motion. The only snake in the grass is when $x \in\{0, a\}$, because then the events $A(0, s)$ for $s>0$ have zero probability, and one must proceed by taking limits of approximating events (barriers at $-\epsilon$ and $a+\epsilon$, and $\epsilon \downarrow 0$ ) to obtain a meaningful law. More about this later.


Figure 7. Simulation of Brownian motion restricted to the interval $[-0.3,1]$ and started at 0 .

Simulation can thus be driven be a concatenation of extrapolation steps. In general, we need to simulate $B(t)$ starting at $B(0)=x \in(0, a)$, conditional on $A(0, t)$. Let $T_{0}=\inf \{s: B(s)=0\}$, and $T_{a}=\inf \{s: B(s)=a\}$ be the first passage times of the barriers. Karatzas and Shreve (1998, pp. 97-100) provide the following formula:

$$
\begin{aligned}
& \mathbb{P}\left\{B(t) \in d y, \min \left(T_{0}, T_{a}\right)>t\right\} \\
& \quad=\sum_{n=-\infty}^{\infty}\left(\frac{1}{\sqrt{2 \pi t}} \exp \left(-\frac{(y+2 n a-x)^{2}}{2 t}\right)-\frac{1}{\sqrt{2 \pi t}} \exp \left(-\frac{(y+2 n a+x)^{2}}{2 t}\right)\right) d y, 0<y<a
\end{aligned}
$$

The density of $B(t)$ given $\min \left(T_{0}, T_{a}\right)>t$ is proportional to the expression above, and is thus a weighted sum of pieces of the normal density. The $n$-th positive part corresponds to a normal density centered at $x-2 n a$ with variance $t$, and restricted to $[0, a]$.

Let us denote bt $B(t, x, a)$ the process (for $t \geq 0$ ) with parameters $0<x<a$. Note that

$$
B(t, x, a) \stackrel{\mathcal{L}}{=} \sqrt{t} \times B(1, x / \sqrt{t}, a / \sqrt{t})
$$

so we can without loss of generality assume that $t=1$. This leaves a two-parameter family.
While it is easy to give simple algorithms for generating $B(1, x, a)$, it is harder to find one whose expected time is uniformly bounded over all values of the parameters. This is due to the fact that there are indeed three regimes. When $a$ and $x$ are both very large (relative to $t=1$ ), the boundaries do not matter, and we are close to ordinary Brownian motion ( $B(1, x, a)$ is close to normal). When $x$ is near zero, and $a$ is large, only the zero boundary matters, and in fact, the behavior is like that of a Brownian meander $(B(1, x, a)$ is roughly like $\sqrt{2 E})$. Finally, when $a$ is very small, we are restricted to a thin sausage, and the law of $B(1, x, a)$ is basically independent of the starting point $x$-in fact, the density of $B(1, x, a)$ is close to the positive period of the sine function.

This section first develops the theory for $0<x \leq a / 2$. Indeed, since $B(1, x, a) \stackrel{\mathcal{L}}{\underline{\mathcal{L}}} a-B(1, a-x, a)$, by symmetry, we do not need to consider $a / 2 \leq x \leq 1$. Then by taking limits, we can also handle $B(1,0, a)$.


Figure 8. Densities of $B(1, x, a)$ for $a=5$ held fixed, and $x$ varied from 0.1 to 4.9 in steps of 0.2 .


Figure 9. Densities of $B(1, x, a)$ when $a$ varies from 0.7 to 5 in steps of 0.1 . In all cases, $x=a / 3$. For small values of $a$, the density is a one-period sinusoid.

The density of $Y \stackrel{\text { def }}{=} B(1, x, a)$ is proportional to

$$
\begin{aligned}
f(y) & =\sum_{n=-\infty}^{\infty} f_{n}(y) \\
& \stackrel{\text { def }}{=} \sum_{n=-\infty}^{\infty}\left(\frac{1}{\sqrt{2 \pi}} \exp \left(-\frac{(y+2 n a-x)^{2}}{2}\right)-\frac{1}{\sqrt{2 \pi}} \exp \left(-\frac{(y+2 n a+x)^{2}}{2}\right)\right) d y, 0<y<a
\end{aligned}
$$

It is clear that $f_{0}(y) \geq 0$, that $f_{1}(y)>f_{2}(y)>\cdots>0$ and that $f_{-1}(y)<f_{-2}(y)<\cdots<0$. Note also that these ordered sequences can be interleaved when $y \in[0, a], 0 \leq x \leq a / 2$, and $a \geq 2$ :

$$
\left|f_{-1}(y)\right| \geq f_{1}(y) \geq\left|f_{-2}(y)\right| \geq f_{2}(y) \geq \cdots
$$

Proof. We will use the monotonicity of the standard normal density $\phi$, and its convexity outside $[-1,1]$. Note that $f_{n}(y)=\phi(y+2 n a-x)-\phi(y+2 n a+x)$, and thus that for $n>0,\left|f_{-n}(y)\right| \geq f_{n}(y)$ if

$$
\phi(y+2 n a+x)+\phi(y-2 n a+x) \geq \phi(y+2 n a-x)+\phi(y-2 n a-x) .
$$

This is equivalent to asking

$$
\phi(2 n a+y+x)+\phi(2 n a-y-x) \geq \phi(2 n a+y-x)+\phi(2 n a-y+x)
$$

which in turn follows from the convexity when $2 n a-y-x \geq 1$. This is satisfied for all $y \in[0, a]$, $0 \leq x \leq a / 2$ and $n \geq 1$ if $a \geq 2$. Next, we must show that $f_{n}(y) \geq\left|f_{-(n+1)}(y)\right|$ for all $n \geq 1$. This follows from

$$
\phi(y+2 n a-x)-\phi(y+2 n a+x) \geq \phi(y-2 n a-2 a+x)-\phi(y-2 n a-2 a-x)
$$

or, equivalently,

$$
\phi(2 n a+y-x)+\phi(2 n a+2 a-y+x) \geq \phi(2 n a+y+x)+\phi(2 n a+2 a-y-x)
$$

which again follows by convexity and since $2 n a+y-x \geq 3 a / 2 \geq 3$ for $a \geq 2$.

The remainder of this section has three parts. First, we develop a uniformly fast generator for $f_{0}$, valid for all values of $a$ and all $0<x \leq a / 2$. Then we develop a uniformly fast generator for $f$ when $a \geq 2$. Finally, the case $a<2$ is dealt with using a different uniformly fast generator.

## UNIFORMLY FAST SIMULATION OF $f_{0}$.

Recall

$$
\sqrt{2 \pi} f_{0}(y)=\exp \left(-\frac{(y-x)^{2}}{2}\right)-\exp \left(-\frac{(y+x)^{2}}{2}\right), 0<y<a
$$

This is not a density, as a normalization factor is missing. By expanding the exponents, and using $\exp (-z) \geq 1-z, z>0$, it is easy to see that

$$
\sqrt{2 \pi} f_{0}(y) \leq 2 x y \exp \left(-\frac{(y-x)^{2}}{2}\right), 0<y<a
$$

To get a uniformly fast method in both parameters, $a$ and $0 \leq x \leq a / 2$, we consider three regions: region I $(a \leq 1)$, region II $(x \geq 1)$, and region III $(x l e 1, x \leq a / 2, a \geq 1)$, which is the trickiest.

In region I, we use

$$
\sqrt{2 \pi} f_{0}(y) \leq 2 x y, 0<y<a
$$

A random variate with density proportional to the upper bound can be drawn as $a \sqrt{U}$, and rejection is simple:

```
(Generator for \(f_{0}\). Efficient for \(a \leq 1\) (region I).)
Repeat Generate \(U, V\) uniformly on \([0,1]\)
        \(X \leftarrow a \sqrt{U}\)
Until \(V \times 2 x X \leq \exp \left(-\frac{(X-x)^{2}}{2}\right)-\exp \left(-\frac{(X+x)^{2}}{2}\right)\)
Return \(X\)
```

Consider region II, $a / 2 \geq x \geq 1$. Here we use the trivial (and most obvious) bound

$$
f_{0}(y) \leq \phi(y-x), y \in \mathbb{R}
$$

The rejection algorithm, which uses the fact that

$$
\exp \left(\frac{(y-x)^{2}}{2}-\frac{(y+x)^{2}}{2}\right)=\exp (-2 y x)
$$

can be written as follows:

```
(Generator for f0. Efficient in region II: }a/2\geqx\geq1.
Repeat Generate V uniformly on [0,1]
        X\leftarrowx+N
Until }V\geq\operatorname{exp}(-2Xx) and X\in[0,a
Return X
```

Since $V \stackrel{\mathcal{L}}{=} \exp (-E)$, we can describe the acceptance condition equivalently as

$$
E \leq 2 X x=2 x(x+N)
$$

So, the algorithm keeps generating independent pairs $(E, N)$ until for the first time $E /(2 x) \leq x+N \leq a$, and then returns $X=x+N$.

In region III, we use

$$
\sqrt{2 \pi} f_{0}(y) \leq g(y) \stackrel{\text { def }}{=} 2 x(y-x)+\exp \left(-\frac{(y-x)^{2}}{2}\right)+2 x^{2} \exp \left(-\frac{(y-x)^{2}}{2}\right), y \in \mathbb{R}
$$

The leftmost of these functions is the density of $x+\sqrt{2 E}$ times a factor $x$. The rightmost is the density of $x+N$ times a factor $2 x^{2} \sqrt{2 \pi}$. The factors determine the relative weights of these densities in the mixture $g$. Thus, the rejection method can be used for $f_{0}$ :

```
(Generator for \(f_{0}\). Efficient in region III ( \(x l e 1, x \leq a / 2, a \geq 1\) ))
Repeat Generate \(U, V\) uniformly on \([0,1]\)
        If \(U\left(2 x+x^{2} \sqrt{8 \pi}\right) \leq 2 x\)
            then \(X \leftarrow x+\sqrt{2 E}\)
            else \(X \leftarrow x+N\)
        \(Y \leftarrow V g(X)\)
Until \(Y \leq \exp \left(-\frac{(X-x)^{2}}{2}\right)-\exp \left(-\frac{(X+x)^{2}}{2}\right)\) and \(X \in[0, a]\)
Return \(X\)
```

Lemma 3. Each of the three algorithms takes expected time uniformly bounded over all parameters in its region. [Proof in the Appendix.]

GEnerator for $f$ when $a \geq 2$.
The converging alternating series expression for $f$ implies that for any $N \geq 0$,

$$
\sum_{|i| \leq N} f_{i}(y)+f_{-(N+1)} \leq f(y) \leq \sum_{|i| \leq N} f_{i}(y) \leq f_{0}(y)
$$

Both upper and lower bound converge monotonically to $f$ at all $y \in[0, a]$. Therefore, the following alternating series method is valid.

```
(It is assumed that }a\geq2,x\leqa/2.
Repeat Generate }X\mathrm{ with density proportional to }\mp@subsup{f}{0}{}\mathrm{ on [0,a]
    Generate V uniformly on [0,1], and set }Y\leftarrowV\mp@subsup{f}{0}{}(X
    n}\leftarrow1,S\leftarrow\mp@subsup{f}{0}{}(X
    Decision \leftarrow ''Undecided''
    Repeat }S\leftarrowS+\mp@subsup{f}{-n}{}(X
            If Y}\leqS\mathrm{ then Decision }\leftarrow "'Accept",
            S\leftarrowS+ f
            If Y\geqS then Decision }\leftarrow '(Reject"'
            n}\leftarrown+
    Until Decision }=\mathrm{ ''Undecided''
Until Decision = '(Accept')
Return X
```

Lemma 4. The algorithm above takes expected time uniformly bounded over $a \geq 2, x \leq a / 2$. [Proof in the Appendix.]

Generator for $f$ When $a \leq 2$. For $0<x \leq a / 2, a \leq 2$. we propose a uniform bound on $[0,1]$. In this range, the target time (1) is far, relative to the width of the interval, and one expects that the density of $B(1, x, a)$ is probably best bounded by a uniform law. By Jacobi's identity,

$$
\sum_{n=-\infty}^{\infty} \frac{1}{\sqrt{2 \pi}} \exp \left(-\frac{(y+2 n a-x)^{2}}{2}\right)=\frac{1}{2 a} \sum_{n=-\infty}^{\infty} \cos \left(\frac{\pi n(y-x)}{a}\right) \exp \left(-\frac{n^{2} \pi^{2}}{2 a^{2}}\right)
$$

A similar identity holds with $x$ replaced by $-x$. Thus, the density of $X=B(1, x, a)$ can be written as $1 / \mathbb{P}\left\{\min \left(T_{0}, T_{a}\right)>1\right\}$ times $f(y)$ where

$$
\begin{aligned}
f(y) & \stackrel{\text { def }}{=} \frac{1}{2 a} \sum_{n=-\infty}^{\infty}\left(\cos \left(\frac{\pi n(y-x)}{a}\right)-\cos \left(\frac{\pi n(y+x)}{a}\right)\right) \exp \left(-\frac{n^{2} \pi^{2}}{2 a^{2}}\right) \\
& =\frac{1}{a} \sum_{n=-\infty}^{\infty} \sin \left(\frac{\pi n y}{a}\right) \sin \left(\frac{\pi n x}{a}\right) \exp \left(-\frac{n^{2} \pi^{2}}{2 a^{2}}\right) \\
& =\frac{2}{a} \sum_{n=1}^{\infty} \sin \left(\frac{\pi n y}{a}\right) \sin \left(\frac{\pi n x}{a}\right) \exp \left(-\frac{n^{2} \pi^{2}}{2 a^{2}}\right) \\
& \stackrel{\text { def }}{=} \sum_{n=1}^{\infty} f_{n}(y) .
\end{aligned}
$$

First we provide an upper bound which will be appropriate for the two-parameter range. Using $|\sin \theta| \leq$ $|\theta|$, we see that

$$
f(y) \leq \sum_{n=1}^{\infty} \frac{2 n^{2} \pi^{2} x y}{a^{3}} \exp \left(-\frac{n^{2} \pi^{2}}{2 a^{2}}\right)
$$

The ratio of the $(n+1)$-st term to the $n$-th term in this sum is

$$
\left(1+\frac{1}{n}\right)^{2} \exp \left(-\frac{(2 n+1) \pi^{2}}{2 a^{2}}\right) \leq 4 e^{-3 \pi^{2} / 8} \stackrel{\text { def }}{=} \rho<1
$$

Thus, we have a further bound

$$
f(y) \leq g(y) \stackrel{\text { def }}{=} \frac{2 \pi^{2} x y}{a^{3}(1-\rho)} \exp \left(-\frac{\pi^{2}}{2 a^{2}}\right), 0 \leq y \leq a
$$

Function $g$ is proportional to the density of $a \sqrt{U}$. Also note that the tail sums in the definition of $f$ are easily bounded as well;

$$
\begin{aligned}
\left|\frac{2}{a} \sum_{n=N}^{\infty} \sin \left(\frac{\pi n y}{a}\right) \sin \left(\frac{\pi n x}{a}\right) \exp \left(-\frac{n^{2} \pi^{2}}{2 a^{2}}\right)\right| & \leq \sum_{n=N}^{\infty} \frac{2 n^{2} \pi^{2} x y}{a^{3}} \exp \left(-\frac{n^{2} \pi^{2}}{2 a^{2}}\right) \\
& \leq h_{N}(y) \\
& \stackrel{\text { def }}{=} \frac{2 N^{2} \pi^{2} x y}{a^{3}(1-\rho)} \exp \left(-\frac{N^{2} \pi^{2}}{2 a^{2}}\right)
\end{aligned}
$$

Since for every $N \geq 1$,

$$
\left|f(y)-\sum_{n=1}^{N} f_{n}(y)\right| \leq h_{N+1}(y)
$$

we can use the following series method.

```
(It is assumed that a\leq2,x\leqa/2.)
Repeat Generate }X\leftarrowa\sqrt{}{U
        Generate V uniformly on [0,1], and set }Y\leftarrowVg(X
        n\leftarrow1,S\leftarrow0
        Decision \leftarrow ''Undecided''
        Repeat }S\leftarrowS+\mp@subsup{f}{n}{}(X
            If Y\leqS-h hn+1}(X)\mathrm{ then Decision }\leftarrow ''Accept''
            If }Y\geqS+\mp@subsup{h}{n+1}{}(X)\mathrm{ then Decision }\leftarrow '(Reject''
            n}\leftarrown+
        Until Decision }\not=\mathrm{ ''Undecided')
Until Decision = '(Accept')
Return X
```

Lemma 5. The algorithm above takes expected time uniformly bounded over its region, $a \leq 2, x \leq a / 2$. [Proof in the Appendix.]

This concludes the development of uniformly fast extrapolation algorithm for $B(1, x, a), 0<x<$ $a$.

Special case: Starting at $x=0$. We will briefly comment on $Y_{0} \stackrel{\text { def }}{=} B(1,0, a)$. By taking limits, we see that the density of $Y_{0}$ is proportional to

$$
\sum_{n=-\infty}^{\infty}(y+2 n a) \exp \left(-\frac{(y+2 n a)^{2}}{2}\right), 0 \leq y \leq a
$$

Special case: Brownian meander. A second special case occurs when $a=\infty$, which corresponds to Brownian meander started at $x, B(1, x, \infty)$. The density is easily seen to be

$$
\frac{\exp \left(-\frac{(y-x)^{2}}{2}\right)-\exp \left(-\frac{(y+x)^{2}}{2}\right)}{\sqrt{2 \pi} \mathbb{P}\{|N| \leq x\}},
$$

when $x>0$, and by taking limits, the density of $B(1,0, \infty)$ is

$$
y e^{-y^{2} / 2}, y>0
$$

which is the well-known density of $B^{\text {me }}(1) \stackrel{\mathcal{L}}{=} \sqrt{2 E}$. The former density was called $f_{0}$ earlier on in this section, where two different algorithms were given, depending upon whether $x$ is less than or more than one.

Interpolation for Brownian motion on an interval. Interpolation is quadratically more complicated, and will not be dealt with here for fear of making this tedious paper even more unreadable. The fundamental problem, after having rescaled things, is to generate $B(t, x, a)$ for fixed $0<t<1$ given $B(1, x, a)=z$. We could denote such a four-parameter random variable by $B(1, t, x, z, a)$.

Let $f(y ; x, a)$ denote the density of $B(1, x, a)$ at the point $y$. By the Markov property, and by flipping the time scale of Brownian motion in the second part, it is easy to see that the density of $B(1, t, x, z, a)$ is proportional to the product of the densities of $B(t, x, a)$ and $B(1-t, z, a)$, i.e., to

$$
f(y / \sqrt{t}, x / \sqrt{t}, a / \sqrt{t}) \times f(y / \sqrt{1-t}, x / \sqrt{1-t}, a / \sqrt{1-t}), 0<y<a
$$

We have seen that there were three rather different regimes to deal with each one of these $f$ 's. Depending upon the situation, that leads to at least nine different possible combinations, not taking into account that $x \leq a / 2$ and $y \geq a / 2$ can be of different polarity. In fact, eliminating all obvious symmetries, there are twelve different combined regimes. A thorough treatment of this case deserves a separate study. It should be noted though that most of this has already been done. We can use as dominating curves the products of the simple dominating curves used by us, which were gaussian, or Maxwell, or constant). Furthermore, the converging series approximations can now be used in product form without further technical hurdles.

Interpolation for boundary-restricted Brownian meander. One case is of special interest, namely when $a=\infty$, the Brownian meander, restricted on both sides.

## Notes on the Kolmogorov-Smirnov and theta distributions



Figure 10. The four main densities dealt with in this paper. $M$ has the half-normal density. $M^{\text {ex }}$ has the theta distribution. $M^{\text {me }}$ is distributed as $2 K$, where $K$ has the Kolmogorov-Smirnov law. Finally, $M^{\mathrm{br}} \stackrel{\mathcal{L}}{=} \sqrt{E / 2}$ has the Rayleigh density.

The Kolmogorov-Smirnov statistic has the limit distribution function

$$
F(x)=\sum_{n=-\infty}^{\infty}(-1)^{n} e^{-2 n^{2} x^{2}}, x>0
$$

(Kolmogorov, 1933). We call this the Kolmogorov-Smirnov distribution and denote its random variable by $K$. It is known that

$$
2 K \stackrel{\mathcal{L}}{=} M^{\mathrm{me}}
$$

Exact random variate generation for the Kolmogorov-Smirnov law was first proposed by Devroye (1981), who used the so-called alternating series method, which is an extension of von Neumann's rejection method. This method is useful whenever densities can be written as infinite sums,

$$
f(x)=\sum_{n=0}^{\infty}(-1)^{n} a_{n}(x)
$$

where $a_{n}(x) \geq 0$ and for fixed $x, a_{n}(x)$ is eventually decreasing in $n$. Jacobi functions are prime examples of such functions. In the present paper, we proposed an algorithm for $M_{r}^{\text {me }}$ that is uniformly fast over all $r$, and is thus more general. Replacing $r$ by $\sqrt{E / 2}$ yields a method for simulating $2 K$.

We say that $T$ is theta distributed if it has distribution function

$$
G(x)=\sum_{n=-\infty}^{\infty}\left(1-2 n^{2} x^{2}\right) e^{-n^{2} x^{2}}, x>0
$$

We warn that some authors use a different scaling: we call a random variable with distribution function $G$ a theta random variable, and denote it by $T$. It appears as the limit law of the height of random conditional Galton-Watson trees (see, e.g., Rényi and Szekeres, 1967, de Bruijn, Knuth and Rice, 1972, Chung, 1975, Kennedy, 1975, Meir and Moon, 1978, and Flajolet and Odlyzko, 1982). Furthermore,

$$
\frac{T}{\sqrt{2}} \underset{=}{\mathcal{L}} M^{\mathrm{ex}}
$$

(see, e.g., Pitman and Yor, 2001). Devroye (1997) published an exact algorithm for $T$ that uses the principle of a converging series representation for the density. The algorithm presented in this paper for $M_{r}^{\text {me }}$ with $r=0$ can also be used.

Both $T$ and $K$ are thus directly related to the maxima dealt with in this paper. But they are connected in a number of other ways that are of independent interest. To describe the relationships, we introduce the random variables $J$ and $J^{*}$ where the symbol $J$ refers to Jacobi. The density of $J$ is

$$
f(x)=\frac{d}{d x} \sum_{n=-\infty}^{\infty}(-1)^{n} \exp \left(-\frac{n^{2} \pi^{2} x}{2}\right)=\sum_{n=1}^{\infty}(-1)^{n+1} n^{2} \pi^{2} \exp \left(-\frac{n^{2} \pi^{2} x}{2}\right)
$$

The density of $J^{*}$ is

$$
f^{*}(x)=\pi \sum_{n=0}^{\infty}(-1)^{n}\left(n+\frac{1}{2}\right) \exp \left(-\frac{(n+1 / 2)^{2} \pi^{2} x}{2}\right)
$$

We note that all moments are finite, and are expressible in terms of the Riemann zeta function. The properties of these laws are carefully laid out by Biane, Pitman and Yor (2001). Their Laplace transforms are given by

$$
\mathbb{E}\left\{e^{-\lambda J}\right\}=\frac{\sqrt{2 \lambda}}{\sinh (\sqrt{2 \lambda})}, \mathbb{E}\left\{e^{-\lambda J^{*}}\right\}=\frac{1}{\cosh (\sqrt{2 \lambda})}
$$

Using Euler's formulae

$$
\sinh z=z \prod_{n=1}^{\infty}\left(1+\frac{z^{2}}{n^{2} \pi^{2}}\right) \quad, \quad \cosh z=\prod_{n=1}^{\infty}\left(1+\frac{z^{2}}{(n-1 / 2)^{2} \pi^{2}}\right)
$$

it is easy to see that $J$ and $J^{*}$ are indeed positive random variables, and that they have the following representation in terms of i.i.d. standard exponential random variables $E_{1}, E_{2}, \ldots$ :

$$
J \stackrel{\mathcal{L}}{=} \frac{2}{\pi^{2}} \sum_{n=1}^{\infty} \frac{E_{n}}{n^{2}} \quad, \quad J^{*} \stackrel{\mathcal{L}}{=} \frac{2}{\pi^{2}} \sum_{n=1}^{\infty} \frac{E_{n}}{(n-1 / 2)^{2}}
$$

It is known that $J^{*}$ is the first passage time of Brownian motion started at the origin for absolute value 1 , and $J$ is similarly defined for the Bessel process of dimension 3 (which is the square root of the sum
of the squares of three independent Brownian motions). See, e.g., Yor (1992, 1997). An exact algorithm for $J^{*}$ is given by Devroye (2009).

Watson (1961) first observed that $K \underline{\underline{\mathcal{L}}}(\pi / 2) \sqrt{J}$, and so we have

$$
M^{\mathrm{me}} \stackrel{\mathcal{L}}{=} \pi \sqrt{J} \stackrel{\mathcal{L}}{=} 2 K
$$

In addition, $M^{\text {me }}$ is distributed as twice the maximum absolute value of a Brownian bridge on $[0,1]$ (Durrett, Iglehart and Miller, 1977; Kennedy, 1976; Biane and Yor, 1987; Borodin and Salminen, 2002).

Let us write $K(1), K(2), \ldots$ for a sequence of i.i.d. copies of a Kolmogorov-Smirnov random variable $K$. As noted by Biane, Pitman and Yor (2001), the distribution function of the sum $J(1)+J(2)$ of two independent copies of $J$ is given by

$$
\sum_{n=-\infty}^{\infty}\left(1-n^{2} \pi^{2} x\right) e^{-n^{2} \pi^{2} x / 2}, x>0
$$

Thus, we have the distributional identity

$$
\frac{\pi^{2}}{2}(J(1)+J(2)) \stackrel{\mathcal{L}}{=} T^{2}
$$

Using $J \stackrel{\mathcal{L}}{=}\left(4 / \pi^{2}\right) K^{2}$, we deduce

$$
T \stackrel{\mathcal{L}}{=} \sqrt{2\left(K(1)^{2}+K(2)^{2}\right)}
$$

This provides a route to the simulation of $T$ via a generator for $K$.
It is also noteworthy that

$$
J \stackrel{\mathcal{L}}{=} \frac{J(1)+J(2)}{(1+U)^{2}}
$$

where $U$ is uniform $[0,1]$ and independent of the $J(i)$ 's (Biane, Pitman and Yor (2001, section 3.3)). Thus we have the further identities

$$
J \stackrel{\mathcal{L}}{=} \frac{2 T^{2}}{\pi^{2}(1+U)^{2}} \stackrel{\mathcal{L}}{=} \frac{4 K^{2}}{\pi^{2}}
$$

Finally,

$$
K \stackrel{\mathcal{L}}{=} \frac{T}{(1+U) \sqrt{2}}
$$

Further properties of $K$ and of maxima of Bessel bridges are given by Pitman and Yor (1999).

## Appendix

Proof of Lemma 1. We deal with $r \geq 3 / 2$ first/. Clearly, using $x \geq r$,

$$
g(r, k, x) \leq\left(r+4 k^{2} x^{2} / r\right) \exp (2 k x r) .
$$

Define

$$
h(r, k, x)=2 k\left(r+4 k^{2} x^{2} / r\right) \times e^{-2 k^{2} x^{2}+2 k x r} .
$$

Also,

$$
g(r, k, x) \geq-(2 / r)(1+4 k x r) \exp (2 k x r) .
$$

Define

$$
h^{*}(r, k, x)=\frac{4 k(1+4 k x r)}{r} \times e^{-2 k^{2} x^{2}+2 k x r} .
$$

We have

$$
-h^{*}(r, k, x) \leq f_{k}(x) \leq h(r, k, x) .
$$

For $k \geq K \geq 1$,

$$
\begin{aligned}
\frac{h(r, k+1, x)}{h(r, k, x)} & =(1+1 / k) \frac{1+4(k+1)^{2}(x / r)^{2}}{1+4 k^{2}(x / r)^{2}} \times e^{-(4 k+2) x^{2}+2 x r} \\
& \leq 2 \times \frac{1+16}{1+4} \times e^{-6 x^{2}+2 x r} \\
& \leq \frac{34}{5} \times e^{-4 x^{2}} \leq \frac{34}{5} \times e^{-4 r^{2}} \leq \frac{34 e^{-9}}{5} \stackrel{\text { def }}{=} \xi .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
\sum_{k=K}^{\infty} f_{k}(x) & \leq \sum_{k=K}^{\infty} h(r, k, x) \\
& \leq \frac{1}{1-\xi} \times h(r, K, x) \\
& =\frac{1}{1-\xi} \times 2 K\left(r+4 K^{2} x^{2} / r\right) \times e^{-2 K^{2} x^{2}+2 K x r} .
\end{aligned}
$$

Reasoning in a similar way,

$$
\begin{aligned}
\frac{h^{*}(r, k+1, x)}{h^{*}(r, k, x)} & =\left(1+\frac{1}{k}\right) \times\left(1+\frac{4 x r}{1+4 k x r}\right) \times e^{-(4 k+2) x^{2}+2 x r} \\
& \leq 2\left(\frac{2+4 r^{2}}{1+4 r^{2}}\right) \times e^{-6 x^{2}+2 x r} \\
& \leq 2 \times \frac{11}{10} e^{-4 x^{2}} \\
& \leq 2.2 e^{-4 r^{2}} \leq 2.2 e^{-9} \stackrel{\text { def }}{=} \zeta .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
\sum_{k=K}^{\infty} f_{k}(x) & \geq-\sum_{k=K}^{\infty} h^{*}(r, k, x) \\
& \geq-\frac{1}{1-\zeta} \times h^{*}(r, K, x) \\
& \geq-\frac{1}{1-\zeta} \times \frac{4 K(1+4 K x r)}{r} \times e^{-2 K^{2} x^{2}+2 K x r}
\end{aligned}
$$

Consider next the case $r \leq 3 / 2$ but $x \geq 3 / 2$. Observe that in this range, $r^{2}+4 k^{2} x^{2}-1 \in$ $\left[8,5 / 4+4 k^{2} x^{2}\right] \subseteq\left[8,(41 / 9) k^{2} x^{2}\right]$. Also, for $\theta \geq 0, \sinh \theta \in\left[\theta, \theta e^{\theta}\right]$. Thus,

$$
-r_{k}(x) \stackrel{\text { def }}{=}-8 k^{2} x e^{2 k x r-2 k^{2} x^{2}} \leq f_{k}(x) \leq \frac{4 \times 41}{9} k^{4} x^{3} e^{2 k x r-2 k^{2} x^{2}} \stackrel{\text { def }}{=} R_{k}(x)
$$

For $k \geq 1$,

$$
\frac{R_{k+1}(x)}{R_{k}(x)}=(1+1 / k)^{4} e^{2 x r-2(2 k+1) x^{2}} \leq 16 e^{2 x r-6 x^{2}} \leq 16 e^{3 r-27 / 2} \leq 16 e^{-9} \stackrel{\text { def }}{=} \nu
$$

Thus, $\sum_{k \geq K} f_{k}(x) \leq R_{K}(x) /(1-\nu)$ for all $K \geq 1$. Similarly,

$$
\frac{r_{k+1}(x)}{r_{k}(x)}=(1+1 / k)^{2} e^{2 x r-2(2 k+1) x^{2}} \leq 4 e^{-9} \stackrel{\text { def }}{=} \tau
$$

Thus, $\sum_{k \geq K} f_{k}(x) \geq-r_{K}(x) /(1-\tau)$ for all $K \geq 1$.
Proof of Lemma 2.
For the first part, assume $x \leq 3 / 2$, and let $\psi_{k}$ and $F_{k}$ be as defined in (6). For $x \leq \pi / \sqrt{2}$ (which is $\geq \Delta$ ), using $|\sin x| \leq|x|$, and, for $\alpha, \beta, \theta \geq 0,|\alpha \sin \theta-\beta \cos \theta| \leq \alpha \theta+\beta$,

$$
\begin{aligned}
\psi_{k}(x) & \leq F_{k}(x)\left(\frac{k^{3} \pi^{3} r}{x^{4}}-\frac{\pi k r}{x^{2}}\right) \\
& \leq F_{k}(x)\left(\frac{k^{3} \pi^{3} r}{x^{4}}\right) \\
& \stackrel{\text { def }}{=} H_{k}(x)
\end{aligned}
$$

and $\psi_{k}(x) \geq-H_{k}(x)$. For $k \geq 1$,

$$
\frac{H_{k+1}(x)}{H_{k}(x)}=(1+1 / k)^{4} \exp \left(-\frac{(2 k+1) \pi^{2}}{2 x^{2}}\right) \leq 16 \exp \left(-\frac{3 \pi^{2}}{2 x^{2}}\right) \leq 16 \exp \left(-\frac{2 \pi^{2}}{3}\right) \stackrel{\text { def }}{=} \mu
$$

We conclude that

$$
\sum_{k=K}^{\infty} \psi_{k}(x) \leq \sum_{k=K}^{\infty} H_{k}(x) \leq \frac{1}{1-\mu} H_{K}(x)
$$

Similarly, on the bottom side,

$$
\sum_{k=K}^{\infty} \psi_{k}(x) \geq-\sum_{k=K}^{\infty} H_{k}(x) \geq-\frac{1}{1-\mu} H_{K}(x)
$$

## Proof of Lemma 3.

We will repeatedly use the fact that in a rejection method, the expected number of iterations is not more than the integral of the dominating curve divided by
$\int_{0}^{a} \sqrt{2 \pi} f_{0}(y) d y=\sqrt{2 \pi}(\mathbb{P}\{N \in[-x, x]\}-\mathbb{P}\{N \in[a-x, a+x]\}) \geq \sqrt{2 \pi}(2 x \phi(x)+x(\phi(0)-\phi(x))-2 x \phi(a-x))$, where the last inequality is only true for $x \leq 1$, as it uses the concavity of $\phi$ on $[-1,1]$.

For region I, the area under the dominating curve is $x a^{2}$. The expected number of iterations is not more than

$$
\begin{aligned}
& \frac{x a^{2}}{\sqrt{2 \pi}}(2 x \phi(x)+x(\phi(0)-\phi(x))-2 x \phi(a-x)) \\
&=\frac{a^{2}}{\sqrt{2 \pi}(2 \phi(x)+(\phi(0)-\phi(x))-2 \phi(a-x))} \\
& \leq \frac{a^{2}}{\sqrt{2 \pi}(\phi(0)+\phi(x)-2 \phi(a-x))} \\
&=\frac{a^{2}}{\left(1+\exp \left(-x^{2} / 2\right)-2 \exp \left(-(a-x)^{2} / 2\right)\right)} \\
& \leq \frac{a^{2}}{\left(1-\exp \left(-(a-x)^{2} / 2\right)\right)} \\
& \leq \frac{a^{2}}{\frac{(a-x)^{2}}{2} e^{-1 / 2}}
\end{aligned}
$$

(by using Taylor's series with remainder)

$$
\leq \frac{a^{2}}{\frac{a^{2}}{8 \sqrt{e}}}=8 \sqrt{e}
$$

Region II: Using the convexity in the tails of $\phi$, the expected number of iterations is

$$
\begin{aligned}
& \mathbb{P}\{N \in[-x, x]\}-\mathbb{P}\{N \in[a-x, a+x]\} \\
& \leq \frac{\mathbb{P}\{N \in[-x, x]\}}{\mathbb{P}\{N \in[-x, x]\}-\mathbb{P}\{N \geq a-x\}} \\
& \leq \frac{\mathbb{P}\{N \in[-x, x]\}}{\mathbb{P}\{N \in[-x, x]\}-\mathbb{P}\{N \geq x\}} \\
& \leq \frac{\mathbb{P}\{|N| \leq 1\}}{\mathbb{P}\{|N| \leq 1\}-\mathbb{P}\{N \geq 1\}} \\
&=\frac{2 \Phi(1)-1}{3 \Phi(1)-2}
\end{aligned}
$$

Again, the bound is uniformly valid over the region.
For region III, note that

$$
\int_{\mathbb{R}} g(y) d y=2 x+2 x^{2} \sqrt{2 \pi}
$$

The expected number of iterations is not more than

$$
\begin{aligned}
& \frac{2 x+2 x^{2} \sqrt{2 \pi}}{\sqrt{2 \pi}}(2 x \phi(x)+x(\phi(0)-\phi(x))-2 x \phi(a-x)) \\
& \leq \frac{2+2 x \sqrt{2 \pi}}{\sqrt{2 \pi}(\phi(0)+\phi(x)-2 \phi(a-x))} \\
& \leq \frac{2+2 x \sqrt{2 \pi}}{\sqrt{2 \pi}(\phi(0)-\phi(a-x))} \\
& \leq \frac{2+2 x \sqrt{2 \pi}}{\sqrt{2 \pi}(\phi(0)-\phi(a / 2))} \\
& \leq \frac{2+2 \sqrt{2 \pi}}{\sqrt{2 \pi}(\phi(0)-\phi(1 / 2))} \\
&=\frac{2+2 \sqrt{2 \pi}}{1-e^{-1 / 8}} .
\end{aligned}
$$

## Proof of Lemma 4.

Taking the normalization constant into account, The expected number of iterations of this simple algorithm is

$$
\frac{\int_{0}^{a} f_{0}(y) d y}{\int_{0}^{a} f(y) d y} \leq \frac{\int_{0}^{a} f_{0}(y) d y}{\int_{0}^{a}\left(f_{0}(y)+f_{-1}(y)\right) d y}
$$

It is easy to check that

$$
\int_{0}^{a} f_{0}(y) d y=\mathbb{P}\{N \in[-x, a-x]\}-\mathbb{P}\{N \in[x, a+x]\}=\mathbb{P}\{N \in[-x, x]\}-\mathbb{P}\{N \in[a-x, a+x]\} .
$$

Similarly,
$\int_{0}^{a} f_{-1}(y) d y=\mathbb{P}\{N+2 a \in[-x, a-x]\}-\mathbb{P}\{N+2 a \in[x, a+x]\}=\mathbb{P}\{N \in[-2 a-x,-2 a+x]\}-\mathbb{P}\{N \in[-a-x,-a+x]\}$. By monotonicity over the parameter range of interest, $\mathbb{P}\{N \in[a-x, a+x]\} \leq x \phi(a)+x \phi(a-x)$. Thus,

$$
\begin{aligned}
& \int_{0}^{a} f_{0}(y) d y \\
& \int_{0}^{a}\left(f_{0}(y)+f_{-1}(y)\right) d y \\
&= \frac{\mathbb{P}\{N \in[-x, x]\}}{\mathbb{P}\{N \in[-x, x]\}+\mathbb{P}\{N \in[2 a-x, 2 a+x]\}-2 \mathbb{P}\{N \in[a-x, a+x]\}} \\
& \leq \frac{\mathbb{P}\{N \in[-x, x]\}}{\mathbb{P}\{N \in[-x, x]\}-2 x \phi(a-x)-2 x \phi(a)} \\
& \leq \frac{\mathbb{P}\{N \in[-x, x]\}}{\mathbb{P}\{N \in[-x, x]\}-2 x \phi(a / 2)-2 x \phi(a)} \\
& \leq \frac{\mathbb{P}\{N \in[-a / 2, a / 2]\}}{\mathbb{P}\{N \in[-a / 2, a / 2]\}-a \phi(a / 2)-a \phi(a)} \\
& \leq \frac{\mathbb{P}\{|N| \leq 1\}}{\mathbb{P}\{|N| \leq 1\}-2 \phi(1)-2 \phi(2)} \quad \stackrel{\text { def }}{=} \rho^{*} .
\end{aligned}
$$

This uniform bound $\rho^{*}$ is valid for the entire parameter region $a \geq 2, x \leq a / 2$.

Proof of Lemma 5. The expected number of iterations is given by

$$
\frac{\int_{0}^{a} g(y) d y}{\int_{0}^{a} f(y) d y}
$$

Verify that

$$
\int_{0}^{a} g(y) d y=\frac{\pi^{2} x}{a(1-\rho)} \exp \left(-\frac{\pi^{2}}{2 a^{2}}\right)
$$

Also, using $\sin \theta \geq(2 / \pi) \theta, 0 \leq \theta \leq \pi / 2$, and the fact that $\int_{0}^{a} f_{n}(y) d y=0$ for even values of $n$,

$$
\begin{aligned}
\int_{0}^{a} f(y) d y & \geq \int_{0}^{a} f_{1}(y) d y-\int_{0}^{a} h_{3}(y) d y \\
& =\int_{0}^{a} f_{1}(y) d y-\int_{0}^{a} h_{3}(y) d y \\
& =\frac{4}{\pi} \sin \left(\frac{\pi x}{a}\right) \exp \left(-\frac{\pi^{2}}{2 a^{2}}\right)-\frac{9 \pi^{2} x}{a(1-\rho)} \exp \left(-\frac{9 \pi^{2}}{2 a^{2}}\right) \\
& \geq \frac{8 x}{\pi a} \exp \left(-\frac{\pi^{2}}{2 a^{2}}\right)-\frac{9 \pi^{2} x}{a(1-\rho)} \exp \left(-\frac{9 \pi^{2}}{2 a^{2}}\right)
\end{aligned}
$$

The ratio we seek is thus at most

$$
\begin{aligned}
\frac{\pi^{2}}{\frac{8(1-\rho)}{\pi}-9 \pi^{2} \exp \left(-\frac{8 \pi^{2}}{2 a^{2}}\right)} & =\frac{\pi^{3}}{8(1-\rho)-9 \pi^{3} \exp \left(-\frac{4 \pi^{2}}{a^{2}}\right)} \\
& \leq \frac{\pi^{3}}{8(1-\rho)-9 \pi^{3} \exp \left(-\pi^{2}\right)} \\
& \stackrel{\text { def }}{=} \chi<\infty . \square
\end{aligned}
$$

## Acknowledgment

I would like to thank Tingting Gou and Duncan Murdoch (University of Western Ontario) for allowing me to study their work and for posing the problem that led to the uniformly fast algorithm for the joint location and value of the maximum of a Brownian bridge. I would also like to thank the organizers of the Workshop on Recent Developments in Applied Probability and Statistics, dedicated to the Memory of Jürgen Lehn, and the local committee of the Institute of Applied Mathematics, Middle East Technical University in Ankara.

## References

S. Asmussen, P. Glynn, and J. Pitman, "Discretization error in simulation of one-dimensional reflecting Brownian motion," The Annals of Applied Probability, vol. 5, pp. 875-896, 1995.
J. Bertoin and J. Pitman, "Path transformations connecting Brownian bridge, excursion and meander," Bull. Sci. Math., vol. 2 (118), p. 147166, 1994.
J. Bertoin, J. Pitman, and J. Ruiz de Chavez, "Constructions of a Brownian path with a given minimum," Electronic Communications in Probability, vol. 4, pp. 31-37, 1999.
A. Beskos and G. O. Roberts, "Exact simulation of diffusions," Annals of Applied Probability, vol. 15, pp. 2422-2444, 2005.
P. Biane and M. Yor, "Valeurs principales associées aux temps locaux Browniens," Bull. Sci. Math., vol. 111, pp. 23-101, 1987.
P. Biane, J. Pitman, and M. Yor, "Probability laws related to the Jacobi theta and Riemann zeta functions, and Brownian excursions," Bulletin of the American Mathematical Society, vol. 38, pp. 435465, 2001.

Ph. Biane, "Relations entre pont et excursion du mouvement Brownien," Annales de l' Institut Henri Poincaré, vol. 22, p. 1-7, 1986.
S. Bonaccorsi and L. Zambotti, "Integration by parts on the Brownian meander," Proceedings of the American Mathematical Society, vol. 132, pp. 875-883, 2004.
A. N. Borodin and P. Salminen, Handbook of Brownian Motion: Facts and Formulae, Birkhäuser, 2002.
J. M. Calvin, "Efficient simulation for discrete path-dependent option pricing," in: Proceedings of the 33rd Winter Simulation Conference, edited by B. A. Peters, J. S. Smith, D. J. Medeiros, and M. W. Rohrer, pp. 325-328, IEEE Computer Society, Washington, DC, 2001.
J. M. Calvin, "Simulation output analysis based on excursions," in: Proceedings of the 36th Winter Simulation Conference, pp. 681-684, IEEE Computer Society, Washington, DC, 2004.
K. L. Chung, "Maxima in Brownian excursions," Bulletin of the American Mathematical Society, vol. 81, pp. 742-744, 1975.
K. L. Chung, "Excursions in Brownian motion," Arkiv fur Matematik, pp. 155-177, 1976.
Z. Ciesielski and S. J. Taylor, "First passage times and sojourn density for Brownian motion in space and the exact Hausdorff measure of the sample path," Transactions of the American Mathmatical Society, vol. 103, pp. 434-450, 1962.
I. V. Denisov, "A random walk and a Wiener process near a maximum," Theory of Probability and its Applications, vol. 28, pp. 821-824, 1984.
L. Devroye, "The series method in random variate generation and its application to the KolmogorovSmirnov distribution," American Journal of Mathematical and Management Sciences, vol. 1, pp. 359379, 1981.
L. Devroye, Non-Uniform Random Variate Generation, Springer-Verlag, New York, 1986.
L. Devroye, "Simulating theta random variates," Statistics and Probability Letters, vol. 31, pp. 27852791, 1997.
L. Devroye, "On exact simulation algorithms for some distributions related to Jacobi theta functions," Statistics and Probability Letters, vol. 0, pp. 0-0, 2009.
D. Duffie and P. Glynn, "Efficient Monte Carlo simulation of security prices," Annals of Applied Probability, vol. 5, pp. 897-905, 1995.
R. Durrett, D. L. Iglehart, and D. R. Miller, "Weak convergence to Brownian meander and Brownian excursion," Annals of Probability, vol. 5, pp. 117-129, 1977.
R. T. Durrett and D. L. Iglehart, "Functionals of Brownian meander and Brownian excursion," Annals of Probability, vol. 5, pp. 130-135, 1977.
B. L. Fox, Strategies for Quasi-Monte Carlo, Kluwer, Norwell, MA, 1999.
T. Fujita and M. Yor, "On the remarkable distributions of maxima of some fragments of the standard reflecting random walk and Brownian motion," Probability and Mathematical Statistics, vol. 27, pp. 89104, 2007.
T. Gou, "Two Recursive Sampling Methods," Ph.D. Dissertation, The University of Western Ontario, 2009.
J. P. Imhof, "Density factorizations for Brownian motion, meander and the three-dimensional Bessel process, and applications," Journal of Applied Probability, vol. 21, pp. 500-510, 1984.
I. Karatzas and S. E. Shreve, Brownian Motion and Stochastic Calculus Second Edition, Springer, New York, 1998.
D. P. Kennedy, "The distribution of the maximum Brownian excursion," Journal of Applied Probability, vol. 13, pp. 371-376, 1976.
P. E. Kloeden and E. Platen, Numerical Solution of Stochastic Differential Equations, Springer, New York, 1992.
A. N. Kolmogorov, "Sulla determinazione empirica delle leggi di probabilita," Giorn. Ist. Ital. Attuari, vol. 4, pp. 1-11, 1933.
P. Lévy, "Sur certains processus stochastiques homogènes," Compositio Mathematica, vol. 7, pp. 283339, 1939.
P. Lévy, Processus Stochastiques et Mouvement Brownien, Gauthier-Villars, Paris, 1948.
S. N. Majumdar, J. Randon-Furling, M. J Kearney, and M. Yor, "On the time to reach maximum for a variety of constrained Brownian motions," Journal of Physics A: Mathematical and Theoretical, vol. 41, 2008.
D. L. McLeish, "Highs and lows: Some properties of the extremes of a diffusion and applications in finance," Canadian Journal of Statistics, vol. 30, pp. 243-267, 2002.
J. Pitman, "Brownian motion, bridge, excursion, and meander characterized by sampling at independent uniform times," Electronic Journal of Probability, vol. 4 (11), pp. 1-33, 1999.
J. Pitman and M. Yor, "The law of the maximum of a Bessel bridge," Electronic Journal of Probability, vol. 4, pp. 1-15, 1999.
J. Pitman and M. Yor, "On the distribution of ranked heights of excursions of a Brownian bridge," Annals of Probability, vol. 29, pp. 361-384, 2001.
J. Pitman and M. Yor, "Infinitely divisible laws associated with hyperbolic functions," Canadian Journal of Mathematics, vol. 53, pp. 292-330, 2003.
D. Revuz and M. Yor, "Continuous Martingales and Brownian Motion," Grundlehren der mathematischen Wissenschaften, Band 293, Springer-Verlag, Berlin, 1991.
L. A. Shepp, "The joint density of the maximum and its location for a Wiener process with drift," Journal of Applied Probability, vol. 16, pp. 423-427, 1979.
G. R. Shorack and J. A. Wellner, Empirical Processes with Applications to Statistics, John Wiley, New York, 1986.
W. Vervaat, "A relation between Brownian bridge and Brownian excursion," Annals of Probability, vol. 7, pp. 143-149, 1979.
J. von Neumann, "Various techniques used in connection with random digits," Collected Works, vol. 5, pp. 768-770, Pergamon Press, 1963. Also in Monte Carlo Method, National Bureau of Standards Series, vol. 12, pp. 36-38, 1951.
G. S. Watson, "Goodness-of-fit tests on a circle," Biometrika, vol. 48, pp. 109-114, 1961.
D. Williams, "Decomposing the Brownian path," Bulletin of the American Mathematical Society, vol. 76, pp. 871-873, 1970.
D. Williams, "Path decomposition and continuity of local time for one dimensional diffusions I," Proceedings of the London Mathematical Society, vol. 28, pp. 738-768, 1974.
M. Yor, Some Aspects of Brownian Motion, Part I: Some Special Functionals, Birkhäuser, Basel, 1992.
M. Yor, Some Aspects of Brownian Motion, Part II: Some Recent Martingale Problems, Birkhäuser, Basel, 1997.
L. Zambotti, "Integration by parts on $\delta$-Bessel bridges, $\delta>3$, and related SPDEs," Annals of Probability, vol. 31, pp. 323-348, 2003.

